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Introduction

The distinct value and practical benefits of the use of biometric data is increasingly acknowledged including in the context of addressing trans-border challenges in law enforcement and intelligence gathering, border management, evidentiary and forensic use. This trend is also reflected in the regulatory efforts by the United Nations Security Council via resolution 2396¹ requiring States to “develop and implement systems to collect biometric data” in order to “responsibly and properly identify terrorists, including foreign terrorist fighters”.

Despite the rapid advancement of biometric technology and its widespread usage, human rights analysis and guidance on its use remains limited and underdeveloped. The Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism (hereinafter: Special Rapporteur) has repeatedly highlighted this shortcoming, including in her report to the 73rd session of the General Assembly² and stressed the need for granular rule of law and human rights-based analysis in relation to the extensive obligations imposed by the Security Council, with particular emphasis on resolution 2396. She has highlighted the requirements relating to biometric systems and data as a distinct priority in light of the particular challenges raised in connection with their use.

Bridging the human rights guidance gap concerning the use of biometric tools in the counter-terrorism context is essential to advance compliance with existing State human rights obligations. Such guidance would contribute towards ensuring that legislative and policy efforts spurred by resolution 2396 uphold the rule of law as the bedrock of effective and sustainable counter-terrorism efforts. It is particularly salient given the changed international and regional peace and security risk environment linked to having foreign fighters, formerly affiliated with the Islamic State in Iraq and the Levant (ISIL/Da’esh) and its satellites, return to their countries of origin or travel to other conflict zones. This development has spawned challenges in developing and implementing effective screening, prosecution, rehabilitation, and reintegration strategies, in light of regulatory developments led by the United Nations Security Council.

Against this background, this report explores the human rights implications of the use of biometric tools and data, with particular focus on challenges to their human rights-compliant deployment in the context of preventing and countering terrorism and violent extremism. The report provides a summary of the ways in which biometric data and tools are employed, including in the context of counter-terrorism. It then sets out the human rights implications of the use of biometrics, including but not limited to, the rights to privacy and data protection and outlines both State obligations and business responsibilities in this regard. Finally, it presents a set of recommendations on measures towards promoting a human rights-based approach to the use of biometric tools and data.

A. Biometrics and their use

The use of biometric tools and data has garnered considerable attention in past years. News articles, analyses and discussion frequently mention ‘biometrics’, with fingerprints, facial and voice recognition, iris scans or DNA flagged as examples. But, what exactly are ‘biometrics’ and what is their use?
Biometrics is the scientific discipline concerned with measurements and metrics related to biological or behavioral human characteristics, that are commonly possessed by all human beings while also being highly representative of a person, thus allowing for the identification of individuals. Such markers may be related to a person's physiological characteristics, such as finger or palm prints, DNA, and facial, iris, or retina recognition (i.e., biological biometrics). Others are linked to behavioral patterns, such as recognition based on a person's gait (behavioral biometrics or ‘behaviometrics’). As biometric identity attributes are both unique to a person and stable over time, they provide for a singularly useful tool for accurate and efficient identification and authentication. These characteristics are also what makes such data particularly sensitive, thus creating a need for secure systems for data storage and processing to mitigate the risk of unauthorized access.

1. The evolution of biometrics

Despite biometrics-related queries and concerns having entered public debates relatively recently, biometrics as a concept and tool are not novel, with the history of biometrics going back for centuries. “Early” biometrics, such as fingerprints or identification based on photographs, have been used by public authorities since the 19th century. Biometric systems have widely been adopted in the former colonial world, with colonial authorities advocating for the use of fingerprints for identification purposes, arguing problematically, *inter alia*, that “natives [were] too illiterate for the common use of signatures.” This has led to biometric registration becoming an alternative to documentary registration within the British Empire, at times also involving coercive biometric registration. The use of biometrics was not restricted to colonial contexts: the Metropolitan Police in the United Kingdom started fingerprinting criminal suspects in 1901, followed by French police in 1902, and the New York state penitentiary system in 1903.

Biometric tools have become a staple for contemporary use by security sector actors. This includes the military and law enforcement, in the context of criminal justice processes, border management, and civil identification, to name a few. In recent decades, automation has turned biometrics into even more powerful instruments.

While biometric tools have successfully been used for legitimate public interest purposes and have played an important role in criminal justice processes, they have also been employed in connection with gross human rights violations, atrocity crimes, and by oppressive and authoritarian regimes. Nazi German practice included tattooing camp serial numbers on Jewish inmates held in concentration camps, a practice introduced in order to “identify the bodies of registered prisoners who had died.” Nazi authorities have also imposed identification cards that included identifying marks allowing for security forces to easily pinpoint those of Jewish origin.

The Rwandan genocide was similarly facilitated by the}

---

3 The International Organization for Standardization (ISO) defines biometric characteristics as “biological and behavioural characteristic of an individual from which distinguishing, repeatable biometric features” that “can be extracted for the purpose of biometric recognition.” See ISO/IEC 2382-37:2017(E). The Biometric Consortium set up by the US Government defines biometrics as “the automated recognition of individuals based on their behavioral and biological characteristics.” See National Institute of Standards and Technology, ‘Biometrics’, available at https://csrc.nist.gov/glossary/term/biometrics (visited 20 February 2020); A further note on the definition of biometrics, available at https://www.ncbi.nlm.nih.gov/books/NBK219097/?report=objectonly, (visited 20 February 2020). India’s draft Personal Data Protection Bill defines biometrics as “facial images, fingerprints, iris scans, or any other similar personal data resulting from measurements or technical processing operations carried out on physical, physiological, or behavioural characteristics of a data principal, which allow or confirm the unique identification of that natural person.” See The Personal Data Protection Bill, 2019, Bill no. 373 of 2019, Chapter I, article 3(7), available at https://pan_india.india/sites/default/files/bill_files/PersonalDataProtection%20Bill%202019.pdf (visited 20 February 2020). The UK’s Biometrics Strategy offers the following definition: “the recognition of people based on measurement and analysis of their biological characteristics or behavioural data.” See Home Office Biometrics Strategy (2018), Chapter 1.

4 They are however not necessarily immutable and may be subject to change during a person’s lifetime. This is particularly pertinent when dealing with behavioral biometrics but may also be relevant in relation to biological biometrics which may also undergo alteration as a result of the growing or aging process as well as changes in a person’s health (due to illness or accident).

5 For the purposes of this report, identification is used to mean a one-to-one comparison, namely querying whether a person’s data or records can be found in the reference database.

6 For the purposes of this report, authentication is used to mean a one-to-one comparison, namely verifying that the data matches that which has been enrolled into the system.

7 In principle, any human characteristic can be used as a biometric data source provided it meets the following four basic criteria (although others are also sometimes added): univer-
sality, uniqueness, permanence, and collectability (objectively measurable in a quantifiable way). Additional desirable criteria for biometric markers include resistance to circumven-


13 Ibid.


obligation on citizens to carry identity cards that contained information about the person’s ethnicity.  

Past months have seen detailed reporting on practices carried out by Chinese authorities in the Xinjiang Uyghur Autonomous Region in the context of the application of China’s Counter-Terrorism Law and its Implementation Measures in the Xinjiang Uyghur Autonomous Region. Among a slate of measures presenting serious human rights concerns, reports indicate that authorities have conducted mass collection of biometric data (such as DNA samples, fingerprints, iris scans, and blood types) of residents of the region, under guise of a public health program. Authorities are further alleged to collect relevant data in the context of the passport application process and during police interviews. Moreover, the government has reportedly increased the number of police checkpoints equipped with biometric sensors, iris scanners, and access to nearby CCTV cameras, enabling Chinese security services to monitor the movement and behavior of Xinjiang residents “in unparalleled detail.” While the most serious allegations have been made in relation to the Xinjiang region, concerning practices relating to the collection and use of biometric data have been reported throughout China, considered by key commentators among the States with the weakest record when it comes to privacy and data protection standards.

Biometric information is, among others, one of the cornerstones of China’s controversial social credit system. While the example of the widespread use of biometrics by the Chinese government is notable, many have voiced apprehension about the misuse of such tools and data in relation to a significant number of governments worldwide.  

Aside from the threat of misuse, in particular by oppressive and/or authoritative governments, concerns have also been raised regarding the collection of biometric data on vulnerable populations and persons in vulnerable situations, in diverse contexts. In the context of their military response to the 9/11 attacks and the so-called “Global War on Terror”, more broadly, the United States and some of its allies proceeded to collect biometric data of populations in conflict zones, such as Iraq and Afghanistan. In 2007, human rights organizations flagged that the database compiling information collected in Iraq contained approximately 750,000 records, including fingerprints, photographs and iris scans and cautioned that the database could become a ‘hit list’ in the wrong hands due to the “particular risk of identification requirements in regions of the world torn by ethnic conflict.”


17 Communication by the Mandates of the Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism; the Working Group on Arbitrary Detention; the Working Group on Enforced or Involuntary Disappearances; the Special Rapporteur on the right to education; the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression; the Special Rapporteur on the rights to freedom of peaceful assembly and of association; the Special Rapporteur on the right of everyone to the enjoyment of the highest attainable standard of physical and mental health; the Special Rapporteur on the situation of human rights defenders; the Special Rapporteur on minority issues; the Special Rapporteur on the right to privacy; the Special Rapporteur on freedom of religion or belief; and the Special Rapporteur on the Role of Women in 2017, the United Nations High Commissioner for Human Rights, on behalf of the UN Human Rights Council, and the Secretary-General of the United Nations, on behalf of the UN General Assembly. The list of Mandates can be found at https://spcommreports.ohchr.org/TMResultSearch/downloadPublicCommunicationFile?gId=24845 (visited 20 February 2020).


and religious division.”

Related concerns seem to persist and have also been echoed by the US House Committee on Oversight and Reform as recently as June 2019 when the Committee raised questions about the military’s wide-spread collection of biometric data of “millions of Afghan and Iraqi citizens who have never been accused of any wrongdoing.”

The United Nations and its specialized agencies, funds and programmes as well as other humanitarian organizations have similarly grappled, in the context of their protection work, with reconciling efforts aimed at improving the efficiency of assistance delivery with ensuring that data processing methods and practices are protective of the privacy and other human rights of beneficiaries. These organizations have been under considerable pressure to increase efficiency of their services and consequently put in place heightened safeguards protecting against fraud and diversion of aid from legitimate beneficiaries. In this regard, donors have repeatedly pushed for the integration of biometrics in aid delivery.

As a result, assistance is at times linked to and conditioned on persons in vulnerable situations providing their biometric data. This raises questions as to the free, informed, and unadulterated nature of consent given by beneficiaries bearing in mind the implications of refusing consent and the responsibility of humanitarian actors who act as data controllers and processors in this context. Moreover, related data collection and processing often happens in partnership with governments, which may, in some circumstances, lead to such collaboration putting refugees, asylum-seekers, and other beneficiaries at risk.

These developments are all the more troublesome considering the tendency on part of some governments to connect migration to the threat of terrorism, despite such connection being “analytically and statistically unfounded.”

2. Implications of the use of biometric tools

The use of biometrics is becoming ubiquitous. This development manifests, on the one hand, through the expanded deployment of existing biometric tools, including their use for more diverse purposes and ends. On the other hand, relevant actors seek to develop tools using new measurements and metrics, to be employed for identification and authentication. For example, US defense agencies have recently developed a laser vibrometry tool that allows for identifying persons from a distance based on “heart print.”

It is no wonder that in addition to highlighting positive implications of such tools and ways in which they contribute to societal development and the rule of law, public discourse evidences unease over their short- and long-term implications on individuals and societies. As noted above, biometric tools have traditionally been used by public authorities for military, law enforcement, criminal justice, and border management purposes. They are however increasingly employed in a variety of new ways. As such, they have been linked to the provision of government services and benefits in many jurisdictions. Biometric technology and data have been used to set


27 House of Representatives Committee on Oversight and Reform, Letter to Acting Secretary Patrick Shanahan, Department of Defense, Secretary of the Army, Mark Esper, Secretary of the Navy, Richard Spencer, Secretary of the Air Force, Heather Wilson, 19 June 2019.

28 For example, Office of the United Nations High Commissioner for Refugees (UNHCR) uses the Biometrics Identity Management System that records fingerprints and iris scans. It is deployed in at least 52 countries, often in partnership with governments, and holds the biometrics data of at least 6 million refugees and asylum-seekers. The World Food Programme (WFP) has a system called SCOPE, which is a web-based platform acting as repository for beneficiary data, and uses relevant data provided by UNHCR to manage aid and assistance-related entitlements. See, for example, Ariel Bogle, ‘Biometric Data Is Increasingly Popular in Aid Work, But Critics Say It Puts Refugees at Risk’, ABC Science, available at https://www.abc.net.au/news/science/2019-06-21/biometric-data-is-being-collected-from-refugees-asylum-seekers/11209274 (visited 20 February 2020); Claire Walkley, Caitlin Procter and Nora Bardelli, ‘Biometric Refugee Registration: Between Benefits, Risks, and Ethics’, International Development LSE Blog, available at https://blogs.lse.ac.uk/internationaldevelopment/2019/07/19/biometric-refugee-registration-between-benefits-risks-and-ethics/ (visited 20 February 2020).


31 It has been reported that, in 2009, the US encouraged the Kenyan government, working in partnership with the UN, to conduct biometric registration of all refugees and asylum-seekers near the Somali border and “to cross-check this data with the US’ Terrorist Interdiction Program, on the basis that it would help ‘catch terrorists posing as refugees’”. In recent years it has been reported that the US Department of Health Services retained the biometric data of tens of thousands of asylum-seekers transmitted by UNHCR, including persons that will not come to the US as refugees. See Chris Burt, ‘DEHS to Store Tens of Thousands of Refugee Biometric Records from UNHCR’, Biometric Update, 21 August 2019, available at https://www.biometricupdate.com/2019/bls-to-store-tens-of-thousands-of-refugee-biometric-records-from-unhcr (visited 20 February 2020).


33 See also https://www.epic.org/privacy/biometrics/epic_iraq_dhs.txt (visited 20 February 2020).

34 Biometric technology and data have been used to set

up biometric identification systems, voter registration systems, to enable or facilitate access to social and health services, and, as such, have also been a staple in smart city initiatives.

These initiatives employ ever more sophisticated technologies to collect, process and analyze expanding categories of biometric data (in addition to fingerprints, DNA, and facial analysis, more and more systems work with additional biological and behavioral biometrics, such as gait recognition, voice recognition, etc., while others dabble in predictive biometrics as well). Biometric data is collected in more spaces and contexts, both online and offline. For example, some facial recognition systems rely on cameras in public spaces, making it impossible for individuals to opt out of having their data captured. Moreover, voice recognition databases may use open source information such as audio from social media and other online platforms like YouTube. Keeping in mind that any person owning a smartphone likely uses fingerprint, facial, or voice recognition technology, the options to tap into such data are endless (and, for the most part, inadequately regulated). The ever-growing datasets that governments can access are increasingly stored in central or interconnected/integrated databases that are at time sought to function as “one-stop-shops,” with access provided to various public authorities, including security sector actors.

The use of biometrics has also rapidly increased in and by the private sector, including in the context of a series of initiatives involving diverse forms of government-business cooperation. Such cooperation is present in many public policy areas, including in relation to preventing and countering terrorism and violent extremism (to be addressed in Section D below).

B. The use of biometrics in the context of preventing and countering terrorism and violent extremism

While the security sector has a long history with the use of biometric systems, the potential of biometrics in the area of preventing and countering terrorism has received increased and sustained attention in the aftermath of the 9/11 attacks.

United Nations Security Council resolution 1373, adopted in the aftermath of 9/11, requires Member States, under Chapter VII of the Charter to:

“[p]revent the movement of terrorists or terrorist groups by effective border controls and controls on issuance of identity papers and travel documents, and through measures for preventing counterfeiting, forgery or fraudulent use of identity papers and travel documents.”

While it does not articulate the precise tools that States are expected to use in this regard, border security is one of the areas where the use of biometrics is most common. Biometrics in this context are used for various purposes: to verify a person’s identity, and to check whether the person in question figures in law enforcement and counter-terrorism databases, including through connection to relevant INTERPOL databases. The primary biometric here are fingerprints but there is a trend towards using faces as the primary way for identifying travelers.

Some States and international organizations have developed biometric traveler screening systems that they also put at the disposal of other States. For example, the US Personal Identification Secure Comparison and Evaluation System (PISCES) is used in at least 23 countries. The International Organization for Migration (IOM) has developed the Migration Information and Data Analysis System (MIDAS) that ports of entry in at

37 For the purposes of this report, a facial recognition system denotes technology able to identify or authenticate individuals through a mapping of their facial features.
39 These actors at times include private companies, in particular private security contractors. See, for example, Privacy International, ‘Briefing to the UN Counter-Terrorism Executive Directorate on the Responsible Use and Sharing of Biometric Data to Tackle Terrorism’ (June 2019).
least 20 countries, mostly in Sub-Sharan Africa,44 have adopted. While IOM states that it “promotes the responsible use of biometrics, effective personal data protection and respect to privacy” and “[w]hen processing biometric data, IOM ensures that the data is collected in a lawful and fair manner with the consent of beneficiaries, and that the purpose of the processing is specified and legitimate,”45 none of the publicly available documents providing information on MIDAS, consulted for this report, contain any references to human rights. They also provide no indication that a human rights-based approach is promoted by IOM in relation to MIDAS’ use by governments.46 This lack of an explicit human rights-based approach is of significant concern to the Special Rapporteur’s mandate.47

Furthermore, many States are also experimenting with expanded use of biometrics at ports of entry. This includes in-motion facial recognition/ gait recognition that identify travelers on-the-go,48 facial recognition for check-in and other airport services49 and even predictive biometrics that can provide information on a person’s mental or emotional state facilitating authorities to discern – however unreliably – whether the respective person poses a security threat.50 Such expanded use of biometrics generally includes data-sharing between different actors (frequently between State and non-State actors), which would require a well-defined framework with sufficient safeguards to protect against unlawful or arbitrary use. Biometric tools, such as identification based on fingerprints or DNA, have long been used for law enforcement and criminal justice purposes. The field of criminal justice has also seen a trend towards the expanded use of biometrics, both through novel uses of existing technology51 and by adding new tools to the mix, such as facial or voice recognition. It is notable in this context that a number of States and international organizations and fora have launched initiatives exploring issues around data collected, handled, preserved, and shared by military actors in a battlefield context, with a view to facilitate the use of such data as evidence in domestic counter-terrorism criminal trials.52 Information collected in this context likely contains biometric data, and such data collection, sharing, and use raises a series of particularly challenging questions under human rights law.53 The Special Rapporteur takes the preliminary view that, in the absence of robust human rights protections which are institutionally embedded to oversee collection, storage, and use of such evidence, relevant practices are likely to infringe international human rights law standards.

Finally, biometric tools and data have been collected, retained and analyzed by diverse intelligence services. While some intelligence services do not have the legal authority to collect biometric data themselves, they do generally have access to such data, based on domestic and cross-border data-sharing arrangements. Albeit a potentially powerful and efficient intelligence tool,

47 It bears highlighting in this respect that, in line with the Agreement concerning the Relationship between the United Nations and the International Organization for Migration, IOM undertakes ‘to conduct its activities in accordance with the Purposes and Principles of the Charter of the United Nations and with due regard to the policies of the United Nations furthering those Purposes and Principles and to other relevant instruments in the international migration, refugee and human rights fields.’ See A/70/976, Article 2 (Principles), para. 5.
52 See, for example, United Nations Security Council Counter-Terrorism Committee Executive Directorate (CTED), Guidelines to facilitate the use and admissibility as evidence in national criminal courts of information collected, handled, preserved and shared by the military to prosecute terrorist offenses (“Military Evidence Guidelines”), developed within the framework of the Working Group on Criminal Justice, Legal Responses and Countering the Financing of Terrorism of the United Nations Global Counter-Terrorism Coordination Compact, available at https://www.un.org/sc/ctc/wp-content/uploads/2020/01/Battlefield_Evidence_Final.pdf (visited 20 February 2020).
53 It is also acknowledged in relation to the Military Evidence Guidelines developed under the leadership of CTED that these “are merely intended to serve as a basis for discussion and to illustrate the issues that will need to be comprehensively addressed at the national level by those national authorities responsible for determining and enforcing the criteria for the admissibility of evidence in national criminal proceedings.” See Military Evidence Guidelines, p. 1.
data-sharing arrangements often come with serious rule of law and human rights deficiencies, the implications of which will be addressed in Section C.4 infra.

Despite the broad use of biometric tools and data in a counter-terrorism context post 9/11, having such systems in place has not been a binding requirement under international law until the adoption of United Nations Security Council resolution 2396. The report now turns to outlining the standards set up by the Security Council in this regard, together with relevant United Nations efforts aimed at promoting their full implementation.


The United Nations Security Council unanimously adopted resolution 2396 in December 2017. The resolution follows a record number of thematic counter-terrorism resolutions adopted in that year and builds on resolution 2178 (2014), with the aim to address the evolving threat posed by so-called “foreign terrorist fighters” as a result of ISIL/ISI\ Daeš having lost control over territory it once held. Territorial loss forced the group to change tactics and move towards a more decentralized approach to its operations and to the assumption by States of significant movement of its members as well as persons associated with the group, such as family members of “foreign terrorist fighters,” would follow between and out of conflict zones.

The resolution focuses on three themes identified as priorities: 1) improving border and aviation security; strengthening efforts aimed at the prosecution, rehabilitation, and reintegration of “foreign terrorist fighters”; and 3) improving coordination within the United Nations counter-terrorism architecture in its support to Member States in this context.

As such, the resolution requires States to “develop and implement systems to collect biometric data, which could include fingerprints, photographs, facial recognition, and other relevant identifying biometric data, in order to responsibly and properly identify terrorists, including foreign terrorist fighters.” It further imposes an obligation on all UN Member States to establish advance passenger information (API) systems “in order to detect the departure from their territories, or attempted travel to, entry into or transit through their territories, by means of civil aircraft, of foreign terrorist fighters” and other designated individuals, to collect, process and analyze passenger name record (PNR) data, as well as to develop “watch lists or databases of known and suspected terrorists, including foreign terrorist fighters, for use by law enforcement, border security, customs, military, and intelligence agencies to screen travelers and conduct risk assessments and investigations.” The resolution encourages States to share such information to be used by all relevant national authorities, “with full respect for human rights and fundamental freedoms for the purpose of preventing, detecting and investigating terrorist offenses and related travel.” The Special Rapporteur has set out her concerns with the process and substance of this resolution in her report submitted to the 73rd session of the General Assembly. She reiterates those concerns here and urges that her recommendations be implemented by States and United Nations entities.

While this report focuses on an analysis of questions raised by the use of biometric tools in counter-terrorism, it must be flagged that the multifaceted obligations listed above are interconnected. Both API and PNR are frequently linked with biometric data, with watchlists and other relevant databases also commonly containing biometric information—an aspect that needs to be considered when addressing implications of these obligations separately.

The use of biometric data as a counter-terrorism tool was first referenced in Security Council resolution 2160 (2014), which encouraged Member States to submit photographs and other biometric data to INTERPOL, for the inclusion in the INTERPOL–United Nations

54 S/RES/2396 (2017)
56 While there is broad agreement among States that the return of such “foreign terrorist fighters” poses a significant security threat, it bears flagging that the numbers of returnees are considerably lower than predicted. Furthermore, while States have the right and the obligation to take necessary and effective steps towards addressing the concrete threat posed by individual returnees and to ensure that such individuals are also held to account for criminal conduct while abroad, in particular in relation to crimes under international law, such as war crimes or crimes against humanity, any such measures must be based on an individualized assessment. See, for example, Fionnuala Ní Aoláin, ‘Ensuring a Human Rights-Compliant Approach to the Challenge of Foreign Fighters’, Just Security, 7 November 2018, available at https://www.justsecurity.org/61376/ensuring-human-rights-compliant-approach-challenge-foreign-fighters/ (visited 20 February 2020).
57 See Statement by the Representative of the United States at the 8116th meeting of the Security Council (8 November 2017), S/PV.8116.
58 S/RES/2396 (2017), para. 15.
59 See A/73/363.
60 Resolution 2160 was the first thematic counter-terrorism resolution to explicitly highlight biometrics as a counter-terrorism tool. See S/RES/2160 (2014), para. 18.
Security Council Special Notices.\(^{63}\) This recommendation appeared in a number of subsequent counter-terrorism resolutions of the Council\(^{62}\) and was expanded to data related to individuals, groups, undertakings, and entities included in the ISIL (Da‘esh) and Al-Qaida Sanctions List\(^{63}\) and the 1988 Sanctions List.\(^{64}\) Resolution 2322 (2016) broadened the recommendation for biometrics-related data-sharing by calling upon States to share “information about foreign terrorist fighters and other individual terrorists and terrorist organizations, including biometric and biographic information, as well as information that demonstrates the nature of an individual’s association with terrorism” via “bilateral, regional and global law enforcement channels,” and underscored the importance of providing such information to national watch lists and multilateral screening databases.\(^{65}\)

Resolution 2322 included, for the first time, a recommendation that such data-sharing occur in compliance with both domestic and international law.\(^{66}\)

This evolution culminated in resolution 2396 imposing a binding obligation to develop biometric capabilities while keeping calls for sharing such data at the level of a non-binding recommendation.\(^{67}\) This approach is in line with the one taken by the Council when adopting resolution 2178\(^{68}\) by 1) by turning recommendations contained in previous resolutions into binding obligations under Chapter VII of the UN Charter; and 2) imposing obligations that, prior to the adoption of resolution 2396, have not been established under international law. While regional standards\(^{69}\) and other non-binding international guidelines\(^{70}\) existed in relation to API and PNR, no comparable multilaterally negotiated instruments governing biometric data have been developed. Keeping in mind the sensitivity of such data and the far-reaching implications of its use, this is a critical point to flag and will be addressed in more detail below.\(^{71}\)

The mandate of the Special Rapporteur highlights that:

- Resolution 2396 was adopted following limited and, by all accounts, inadequate engagement with relevant stakeholders,\(^{72}\) including UN human rights mechanisms and other independent experts, among others civil society with specialist knowledge of international human rights law, humanitarian law, or refugee law.

- The United States, the penholder for counter-terrorism related thematic matters in the Security Council,\(^{73}\) proposed that the Council adopt a new resolution addressing the evolving threat posed by so-called “foreign terrorist fighters” on 28 November 2017, less than a month before the resolution’s date of adoption.\(^{74}\)

- There are no indications of a human rights or international law impact assessment having been undertaken in this time and no detailed and explicit international law or human rights guidance reflected in the text of the resolution. Similarly, the resolution does not provide for any tools or mechanisms to monitor the human rights implications of the resolution’s implementation.

- Resolution 2396 endorses and/or imposes a series of practices that have already been implemented in US domestic policy,\(^{75}\) thereby representing a clear example of the United States successfully exporting domestic policies to the international stage.

---

61 Note that para. 18 of S/RES/2160 encourages Member States to act “in accordance with their national legislation”, without explicitly mentioning international law, including international human rights law standards.
64 S/RES/2255 (2015), para. 45.
66 In para. 3 of resolution 2322, the Security Council “calls upon States to share, where appropriate, information about foreign terrorist fighters and other individual terrorists and terrorist organizations, including biometric and biographic information, as well as information that demonstrates the nature of an individual’s association with terrorism via bilateral, regional and global law enforcement channels, in compliance with international and domestic national law and policy, and stresses the importance of providing such information to national watch lists and multilateral screening databases.”
67 When it comes to data-sharing, a number of Security Council and other Member States would not welcome an obligation to share data as that would amount to obligatory intelligence-sharing removing State’s discretion to choose the governments they cooperate with in this area. Furthermore, sharing data with governments that have lower rule of law or human rights standards would risk contributing to human rights violations, going against States’ obligations under international human rights [and domestic] law.
68 For a more detailed analysis, see A/73/361, paras. 24-32.
70 See, for example, International Civil Aviation Organization, Guidelines on Passenger Name Record (PNR) Data (Doc 9944); World Customs Organization/ International Air Transport Association/ International Civil Aviation Organization, Guidelines on Advance Passenger Information (API).
71 See Sections C and D.
72 A/73/361.
74 See 8116th meeting of the Security Council (8 November 2017), S/PV.8116. Security Council resolution 2396 was adopted on 21 December 2017.
75 In particular measures related to API/ PNR, biometric data and watchlisting. See Statement by the Representative of the United States at the 8148th meeting of the Security Council (21 December 2017), S/PV.8148.
The 2018 Addendum to the 2015 Madrid Guiding Principles were developed in follow-up to Security Council resolution 2178 with the purpose of aiding the implementation of the measures aimed at stemming the flow of “foreign terrorist fighters” by Member States. In December 2018, Member States negotiated an Addendum to the Guiding Principles, providing non-binding but authoritative guidance towards the implementation of resolution 2396, particularly focused on addressing the screening, prosecution, rehabilitation, and reintegration of “foreign terrorist fighters” and other persons associated with terrorist groups.

Guiding Principle 3 of the Addendum focuses on the implementation of the obligation “to collect, use and share biometric data in order to responsibly and properly identify terrorists, including FTFs” and highlights the following recommended actions in this respect:

- Develop, use, and maintain biometric systems and data-sharing protocols;
- Compare the biometrics of individuals entering, departing, or seeking residence in their country against other national and international biometric databases, including those of known and suspected “foreign terrorist fighters”;
- Employ biometric systems to authenticate/identify individuals and prevent the use of false particulars or attempts to impersonate other people;
- Adopt clear human rights-based frameworks for the use of biometric technology, which include procedural safeguards, effective oversight, and remedy. Importantly, the guiding principle flags that human rights-based frameworks “could be supplemented by a review process that informs all national policy and decision-making regarding the use of biometrics for counter-terrorism purposes”;
- Take into consideration specific issues that may arise with respect to protecting and promoting the rights of the child in the context of biometrics and put in place the requisite frameworks and safeguards (including when children’s biometric data is collected for child-protection purposes);
- Conduct regular risk assessments to avoid security breaches, data being damaged or compromised;
- Ensure that biometric systems allow for interoperability between other national and international biometric databases, including INTERPOL and maximize the use of INTERPOL’s biometric databases.

While the Addendum also expands on what the Security Council meant when requiring that Member States take measures mandated by the resolution in line with international and domestic law, including international human rights law, international humanitarian law, and refugee law, the human rights guidance contained in the Addendum is constrained. The Addendum helpfully flags a number of essential human rights requirements, including the need to set up human rights-compliant frameworks that incorporate procedural safeguards, effective oversight and guarantees the right to remedy in case of violations. At the same time, it does not provide the granular guidance that the human rights implications of the resolution warrant. The mandate of the Special Rapporteur has already expressed concerns that the lack of such detailed guidance on human rights was a hallmark of the regulatory approach of the global counter-terrorism architecture and the Security Council in particular.

---

76 S/2015/939
77 S/2018/1177
78 Ensuring effective oversight may include, among others, “establishing, or expanding the remit of existing, appropriate oversight bodies to supervise the implementation of relevant legislation.”
2. United Nations capacity-building

A significant component of resolution 2396 is technical assistance and capacity-building, to be led by relevant UN entities, members of the United Nations counter-terrorism architecture. However, as noted by some members of the Security Council, such as Egypt and Uruguay, at the time of adoption, the obligations imposed by the resolution are consequential and onerous. Many Member States may thus find compliance challenging. This has also been highlighted in the 2018 Addendum to the 2015 Madrid Guiding Principles acknowledging that the implementation of the requirements of resolution 2396 “requires legal frameworks, skills, capacity, expertise and equipment that [some Member States] do not currently possess.”

States also highlighted that the resolution does not provide Member States with the tools needed for its implementation. This includes failing to provide compulsory support in terms of funding, technical assistance, and capacity-building. In this respect, it is worth emphasizing that while the relevant obligations under the resolution are to be formally implemented in compliance with international human rights law, none of the UN human rights entities are explicitly mentioned as part of mandated United Nations efforts to offer capacity-building and technical assistance. Furthermore, as these human rights entities struggle with lack of human, financial, and other resources, it would be challenging, if not impossible, for them to take up such role at their own initiative.

Capacity-building and technical assistance responses on part of UN entities

In light of the newly imposed obligations and concerns expressed by Member States as to the difficulties their implementation poses, biometrics have also been identified by UN counter-terrorism entities, including the Counter-Terrorism Committee Executive Directorate (CTED), as a priority area for capacity building.

In 2018, in association with the Biometrics Institute, the UN compiled and published a Compendium of Recommended Practices for the Responsible Use and Sharing of Biometrics in Counter-Terrorism (hereinafter “Compendium”). The intent of the Compendium is to provide “Member States with a high-level overview of biometric technology and operating systems in the context of counter-terrorism.” Specifically, it is intended to address “critical issues such as governance, regulation, data protection, privacy, human rights, and risk management and vulnerability assessments” along with recommended practices and case studies.

While the Compendium underscores the need for governments to:

“address the protection of those who are identified by such systems and ensure that the collection, storage and use of biometric data is conducted in accordance with international human rights and privacy laws (…)”, and includes a number of relevant recommendations, in particular relating to the right to privacy, the mandate of the Special Rapporteur finds that in its current iteration, the Compendium falls short of comprehensively addressing human rights implications and providing...
granular guidance to Member States in this regard. Such efforts would require a freestanding guiding document with a main focus on human rights concerns and ways in which compliance with resolution 2396 can be implemented in line with the international human rights norms that States have agreed to be bound by. The mandate of the Special Rapporteur is very concerned that in the absence of such comprehensive and free-standing human rights guidance, capacity-building and technical assistance in this area is conducted by UN entities with a significant human rights lacuna.

C. Biometric tools and data: Towards a human rights approach

The human rights impact linked to the use of biometric tools and data is enormous. Related consequences are felt across a range of fundamental rights, including, but not limited to, the rights to life, to liberty and security of person, the right to be free from torture, cruel, inhuman or degrading treatment, the rights to a fair trial, privacy and family life, freedom of expression or movement, etc. It is the scale of impingement, together with the universal, interdependent, and interconnected nature of these rights leading to manifold, interrelated effects across a series of individual and collective freedoms that makes the need for human rights compliant regulation of the use of biometric tools and data an imperative and urgent need.

The mandate of the Special Rapporteur recognizes that the capabilities linked to biometric data and technology turn them into powerful tools in the hands of law enforcement and intelligence agencies, with the potential to further border control and management and to be of great added value in the delivery of criminal justice. As such, these tools also have the potential to substantially contribute to making counter-terrorism efforts more targeted, more precise, and thereby more efficient.

At the same time, as also emphasized in the 2018 Addendum to the 2015 Madrid Guiding Principles, “these technologies present complex legal and policy challenges that are relevant both to States’ efforts to counter terrorism and to their human rights obligations.” For this reason, “the expansive technical scope and rapid development of this [biometric] technology” is thought to deserve greater attention as it relates to the protection of human rights.

The use of biometrics comes with salient human rights challenges:

- Some common to many means of information gathering and use;
- Others commonly arise in relation to the use of diverse data-driven technologies; and
- Again others are either specific to the use of biometric data and related technologies or amplified when biometrics are involved.

This section will proceed to outline some of the pertinent human rights implications of the use of biometric tools at each vital stage of data usage:

- Collection;
- Retention;
- Processing; and
- Sharing.

It will lay out the ramifications of the use of biometric data and technology on the rights to privacy and data protection while also addressing ways in which such ramifications point beyond these rights.

1. The right to privacy

Discussions on the human rights impact of data gathering and use overwhelmingly focus on relevant implications on the right to privacy. Such implications have also been recognized and addressed at the international level, including by United Nations organs. The General Assembly has highlighted that:

“the rapid pace of technological development enables individuals all over the world to use new information and communication technologies and at the same time enhances the capacity of governments, companies and individuals to undertake surveillance, interception and data collection, which may violate or abuse human rights, in particular the right to privacy.”

93 Ibid., para. 15.
95 A/RES/68/167; A/RES/69/166; A/RES/71/199.
Technological developments, together with the proliferation of and increased reliance on various consumer-facing technologies, have made interferences with the right to privacy both less noticeable to society and the individual subjects affected and, at the same time, more intrusive, with potentially far-reaching consequences that frequently include implications beyond the right to privacy.

The right to privacy is enshrined in international and regional human rights instruments demonstrating a “universal recognition of [its] fundamental importance, and enduring relevance, […] and of the need to ensure that it is safeguarded, in law and in practice.” Notwithstanding the arguably universal nature of the right to privacy, about one third of the world’s jurisdictions do not have adequate (or any) privacy protections incorporated in law and practice. Even in the case of countries with relevant protections embedded in domestic law, a comparative analysis shows consistent shortcomings in safeguarding the right to privacy in practice, together with a trend towards stepping up data collection and retention, notably in relation to biometric data—a trend that risks “creating surveillance states.”

Despite these serious deficiencies, the mandate of the Special Rapporteur stresses that States have an obligation under international human rights law to safeguard the privacy of persons within their jurisdiction. In this sense, the International Covenant on Civil and Political Rights (ICCPR) guarantees a person’s right not to be subject to “arbitrary or unlawful interference with his privacy, family, or correspondence.” Many States also have relevant obligations under regional human rights systems.

Collection, retention, processing, sharing, and other uses of information relating to a person, particularly when done without the person’s valid consent, amount to an interference with that person’s right to privacy and thus must meet a set of conditions in order for such measures to be human rights-compliant. In particular, such interference must be implemented pursuant to a domestic legal basis that is sufficiently:

- Foreseeable;
- Accessible, and
- Provides for adequate safeguards against abuse.

Restrictions taken must be:

- Aimed at protecting a legitimate aim; and
- With due regard for the principles of necessity, proportionality, and non-discrimination.

In case of infringements on the right to privacy in violation of international human rights standards, States must provide for an effective remedy.

96 See, for example, Universal Declaration of Human Rights (article 12); International Covenant on Civil and Political Rights (article 17); Convention on the Rights of the Child (article 16); International Convention on the Protection of the Rights of All Migrant Workers and Members of Their Families (article 14).


100 International Covenant on Civil and Political Rights, article 17.
101 At the regional level the right to privacy is protected by the European Convention on Human Rights (article 8) and the American Convention on Human Rights (article 11), among others.
102 This means that the law must be “foreseeable as to its effects, that is, formulated with sufficient precision to enable the individual to regulate his conduct” and that the individual affected by it “must be able - if need be with appropriate advice - to foresee, to a degree that is reasonable in the circumstances, the consequences which a given action may entail.” See European Court of Human Rights, Sunday Times v. The United Kingdom (no. 1), Application no. 6538/74, 26 April 1979, § 49. This requirement does not call for absolute foreseeability but rather that the law give individuals an “adequate indication as to the circumstances in which and the conditions on which public authorities are empowered to interfere with their rights.” The law must also provide sufficient guidance to those charged with its execution to enable them to ascertain when privacy can be restricted and indicate the scope of any discretion conferred on the competent authorities as well as the manner of its exercise. See, European Court of Human Rights, Malone v. The United Kingdom, Application no. 8691/79, 2 August 1984, §§ 66-68.

See also, European Court of Human Rights, Roman Zakharov v. Russia [GC], Application no. 47143/06, 4 December 2015, § 230; Report of the Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism, A/69/397, para. 35.

103 Accessibility implies that individuals that are to be affected by the respective legislation must have the possibility to become aware of its content. See European Court of Human Rights, Groups of Radios AG and Others v. Switzerland, Application no. 10890/84, Series A no. 173, 28 March 1990, §§ 65-68.


105 At the same time, relevant restrictions impacting on the right to privacy cannot be justified merely by a general reference to a protected interest, such as national security. See, for example, Roman Zakharov v. Russia [GC], Application no. 47143/06, 4 December 2015, § 269.


The collection and use of biometric data may happen in the context of surveillance operations, including as a component of mass surveillance systems. The mandate of the Special Rapporteur underscores that adequate protection of the right to privacy requires that surveillance measures are subject to robust, independent oversight systems as an effective safeguard against arbitrariness, as also consistently highlighted by UN and regional human rights mechanisms, including in respect of surveillance carried out pursuant to anti-terrorism powers.108

Applying these considerations to biometric data is crucial but in practice frequently insufficient. This is particularly pertinent if one considers that certain aspects of our biometrics, such as a person’s face and appearance, their movement, and voice are—unlike our online activity, emails, text messages, and diverse other kinds of information that law enforcement or intelligence services may target—if not inherently public, at least easily accessible. As a result, related data, despite allowing for the identification of the individual, may not enjoy protection, in law or in practice, under privacy frameworks in a number of jurisdictions. Such shortcomings also highlight the importance of comprehensive data protection regimes that extend legal protection to biometric information, even in cases when such information may not be characterized as inherently private.

Recommendation:

- States must set up and implement comprehensive and efficient legal frameworks aimed at protecting the right to privacy and make sure that the easily accessible nature of some types of biometric data does not lead to insufficient protection under relevant domestic regulations.

2. The protection of personal and sensitive data

Biometric data, as data relating to the physical, physiological or behavioural characteristics of a person, must fall within the scope of data protection laws. The European Union’s General Data Protection Regulation (GDPR), heralded as the most comprehensive data protection framework in the world, categorizes biometric data as a “special category of personal data”109 due to its sensitive character, requiring special protections when such data is collected or processed. Biometric data should be collected and handled in line with recognized data protection principles including:

- The principles of lawfulness and fairness;
- Transparency in collection and processing;
- Purpose limitation;
- Data minimization;
- Accuracy;
- Storage limitation;
- Security of data; and
- Accountability for data handling.110

In practice, however, domestic data protection frameworks frequently do not provide for adequate protection of biometric data, for diverse reasons. To this date, a large number of countries have not passed comprehensive data protection laws.111 Due to the easy accessibility of certain types of biometric data, such information may not

108 See ‘Report of the Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism, Martin Scheinin. Compilation of good practices on legal and institutional frameworks and measures that ensure respect for human rights by intelligence agencies while countering terrorism, including on their oversight’, A/HRC/14/46, para. 34. Oversight is best ensured by the judiciary or an independent body with a judicial component and must include the review of relevant evidence “by means of some form of adversarial proceedings.” See, for example, Janssens v. France ([GC], Applications nos. 55508/07 and 29520/09, 21 October 2013, §§ 213 and 214; Roman Zakharov v. Russia ([GC], Application no. 47143/06, 4 December 2015, § 269.


explicitly be recognized as sensitive or even personal data under the law. Some jurisdictions, while having established data protection frameworks, do not attach sufficient safeguards and protection to biometric information in this context, at times as a consequence of the gap between technological advances and regulation. There is overwhelming good governance rationale justifying stringent protection afforded to sensitive data in domestic systems. As outlined above, biometric data is linked to an individual’s measurable characteristics that make this person unique and identifiable and consequently must be characterized and protected as such in domestic law, if we are to adequately address the risks attached to its collection and use.

Even in the case of countries with robust data protection frameworks, relevant protections and safeguards may not apply or apply in a modified format to information collected by law enforcement and, even more so, if data collection and processing happens in a national security context. The GDPR, flagged above, does not apply to data processed by law enforcement and criminal justice authorities. Such processing is governed by the Directive on the processing of personal data for authorities responsible for preventing, investigating, detecting and prosecuting crimes (the “Police Directive”). Furthermore, neither the GDPR or the Police Directive regulate data collection, retention, processing, and sharing to the extent this happens for purposes of national security.

The GDPR’s approach in this respect seems to reflect the global norm as opposed to being an outlier.

While applying data protection rules in an amended format to national security processes may be warranted, such adjustments must not lead to curtailed safeguards, insufficient transparency or inadequate oversight. Importantly, the principle of purpose limitation must be respected. Purpose limitation requires data to be collected with a specific, defined, and legitimate purpose in mind (purpose specification) and not used for a purpose that is different from or incompatible with the original purpose (compatible use). Furthermore, relevant authorities must pay due regard to data minimization by restricting collection and processing measures to data that is necessary or relevant for accomplishing the legitimate purpose for which data was collected.

**Recommendation:**

- States must make sure that biometric data falls within the scope of data protection laws and that relevant protection is not unduly restricted even when such data is collected, retained, processed or shared in a national security context.

**3. There’s more to it: the broader human rights implications**

Biometric tools have been heralded for their promise to deliver positive outcomes in multiple regulatory contexts. Indeed, such tools can:

- Contribute to combating social exclusion or marginalization;
- Enhance economic, social, and cultural rights, among others, by facilitating access and delivery of services such as food, health care, and other basic social needs;
- Facilitate meaningful and equal participation of all in political and public life, including through the strengthening of election processes, for example via biometric voter registration systems;
- Aid the setting up of identification and registration systems aimed at preventing identity fraud and theft; and,
- Serve as a powerful tool to improve law enforcement efforts and the delivery of criminal justice.

But, biometric tools also come with a number of potential drawbacks that need close attention. As data-driven tools, they are powered by personal data of a sensitive nature and, as any data-driven tools, raise concerns relating to the right to privacy and lawful, fair and safe handling of data. Some salient concerns in this regard have been outlined above.

However, it is crucial to emphasize that questions on how technology and data usage encroach on privacy cannot be meaningfully addressed without relevant analysis and responses duly considering the universal, indivisible, interdependent, and interrelated nature of all human rights.

---

112 Directive EU 2016/680 on the protection of natural persons with regard to the processing of personal data by competent authorities for the purposes of the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and on the free movement of such data, and repealing Council Framework Decision 2008/977/JHA.

113 The EU lacks competence to directly legislate in this area as the Treaty on European Union provides that “national security remains the sole responsibility of each Member State.” See Consolidated Version of the Treaty on European Union (TEU), article 4(2).

Both the General Assembly and the Human Rights Council have stressed that the right to privacy serves as one of the foundations of democratic societies and, as such, plays an important role for the realization of the rights to freedom of expression and to hold opinions without interference as well as to the freedoms of peaceful assembly and association.\textsuperscript{115} Due to the interconnectedness of a range of human rights, the adverse impacts may, however, point even further and engage a broad spectrum of rights. These include, \textit{inter alia}, the right to equal protection of the law without discrimination, the rights to life, to liberty and security of person, fair trial and due process, the right to freedom of movement, the right to enjoy the highest attainable standard of health, and to have access to work and social security. Such concerns are particularly well-grounded when exploring issues around biometric data and tools driven by such data.

In the context of measures aimed at preventing and countering terrorism and violent extremism, taking effective measures to protect the population against such security threats while at the same time ensuring the protection of human rights may raise practical challenges for States. However, States can effectively meet their obligations under international law by using the flexibilities built into the international human rights law framework. In case of a state of emergency “threatening the life of the nation,” States may lawfully derogate from certain human rights obligations, subject to a set of conditions.\textsuperscript{116} Moreover, even outside of a state of emergency, States can impose limitations on the exercise of certain rights.\textsuperscript{117} Such limitations must be provided by law\textsuperscript{118} and necessary to protect a legitimate aim (such as national security, public order, or the rights and freedoms of others).\textsuperscript{119} Any measures must also be governed by the principles of necessity and proportionality and must respect the need for consistency with other guaranteed human rights.

\textsuperscript{115} A/RES/71/199; A/RES/73/179; A/HRC/RES/34/7.
\textsuperscript{116} While a detailed analysis of derogations under human rights law goes beyond the scope of this paper, article 4 of the ICCPR provides for the possibility for States to temporarily adjust certain obligations under the treaty in time of “public emergency which threatens the life of the nation,” provided a number of conditions are met, including that such measures be limited to the extent strictly required by the exigencies of the situation. This obligation reflects the principle of proportionality which is common to derogation and limitation powers. Any measures thus taken need to be in genuine response to the situation, aimed at the restoration of a constitutional order respectful of human rights and be fully justified by the circumstances. For a detailed analysis on States’ use of emergency powers post-9/11, see A/HRC/37/52.
\textsuperscript{117} Some human rights are absolute. Such rights include the prohibitions of torture and cruel, inhuman or degrading treatment or punishment, of slavery and servitude, as well as the principle of legality. The absolute character of these rights means that it is not permitted to restrict them by balancing their enjoyment against the pursuit of a legitimate aim or against any other consideration, including in case of armed conflict, or any case of public emergency. Other rights, though some of them derogable in a state of emergency, may not be limited. These include freedom of thought, conscience and religion, as well as freedom of opinion. It has to be noted in this respect however that the right to manifest one’s religion or beliefs as well as the right to freedom of expression are not absolute and may be limited in line with relevant conditions imposed by human rights law. For a more detailed analysis, see A/HRC/37/52.
\textsuperscript{118} Such law must comply with the requirements foreseeability and accessibility and must contain sufficient safeguards to protect against arbitrary implementation. See also relevant analysis in Section C.1.
\textsuperscript{119} It should be noted in this respect that legitimate aims must be interpreted narrowly. For example, the creation of a biometric tool or system cannot be invoked as a legitimate aim in itself. In this sense, see also Privacy International, ‘Briefing to the UN Counter-Terrorism Executive Directorate on the Responsible Use and Sharing of Biometric Data to Tackle Terrorism’ (June 2019), p. 7.
COVID-19 and biometrics

Countries worldwide are currently grappling with the COVID-19 pandemic. In response to the health and economic crisis caused by the pandemic, the number of countries having taken measures involving restrictions on a series of human rights or having declared a state of emergency is on a continuous rise. These measures include restrictions on movement such as shelter in place orders, curfews, travel restrictions, and diverse means of tracking the movement and whereabouts of the general population or of individuals diagnosed with or suspected of COVID-19 to monitor their compliance with relevant restrictions. Diverse iterations of surveillance measures have been implemented in a variety of countries, with some jurisdictions adding biometric tools to the mix. Countries and territories using facial recognition to monitor public spaces and enforce quarantine include China, Malaysia, Russia, and Transnistria. The broadest application of such tools has so far been reported in China where cameras equipped with facial recognition software have been employed to assist the authorities. Several Chinese companies have reportedly developed software that can identify individuals wearing masks with a high level of accuracy. In addition to facial recognition, body temperatures of individuals using public transit are also recorded. Many other countries contemplate the use of facial recognition and diverse forms of bio-surveillance, such as temperature sensors. Poland has released an application to be used by those in quarantine that requires individuals to periodically send geotagged selfies as a means of monitoring compliance. Many jurisdictions, aided by business enterprises, deploy or


122 Ibid.


plan on deploying tracing technology to facilitate the easing of pandemic-related restrictions without triggering a second wave of infections. The emergency nature of the situation may result in relevant tools being developed without a proper human rights risk assessment and deployed prematurely.

At the same time, the use of certain biometric tools such as fingerprint scanners has been scaled back due to the health safety risks that they pose. Numerous governments and organizations decided to, at least temporarily, replace such tools with other, preferably contactless, options (such as facial recognition or QR codes) or more low-tech means of identification and authentication.

Action taken to address the challenges posed by COVID-19 does not belong in the realm of national security or counter-terrorism. However, various government representatives have used war rhetoric in their COVID-19-related public communication and certain countries chose to resort to tools hitherto employed in a counter-terrorism context. At the same time, surveillance-related measures taken to tackle the COVID-19 pandemic may similarly be expanded for use in other sectors or continued beyond the end of the pandemic.

The mandate of the Special Rapporteur notes that the above outlined measures interfere with a series of human rights, including but not limited to, the rights to freedom of movement and assembly, freedom of religion and belief and the right to private and family life. As such, States must ensure that limitations to these rights are provided by law, are necessary, proportionate and non-discriminatory. Measures taken need to be assessed against States’ obligation to take necessary and feasible measures to protect their population from the threat posed by the COVID-19 pandemic and must provide for necessary and efficient means for tackling the threat. States should only resort to derogations to the extent public health and other legitimate public policy objectives cannot be met through restrictions on certain limitative rights.

The mandate of the Special Rapporteur stresses that the scope of relevant measures must be limited in time and warns of the risks associated with wide-ranging surveillance becoming a staple of post-COVID-19 societies.

---


135 For example, the World Food Programme has been using QR codes instead of fingerprints to authenticate beneficiaries. See [https://twitter.com/WFPInnovation/status/1250136530561678992](https://twitter.com/WFPInnovation/status/1250136530561678992) (visited 15 April 2020).


Biometrics and the scope of human rights obligations: the question of jurisdiction

Several human rights treaties specify that the obligations contained therein extend to individuals that are, at any given moment, within the jurisdiction of a State Party.\(^1\) The exercise of jurisdiction under human rights treaties is primarily territorial, meaning that everyone on the territory of a State is ipso facto under the respective State’s jurisdiction and that jurisdiction is presumed to be exercised throughout the State’s national territory.\(^2\) However, under certain circumstances, States may also exercise jurisdiction extraterritorially\(^3\) and have certain human rights obligations towards individuals that are under their effective control or otherwise within their power or authority. A somewhat simplified snapshot of relevant jurisprudence produced by international and regional courts and extraterritorial jurisdiction will distinguish two modalities of extraterritorial application of human rights instruments: extraterritorial jurisdiction based on a spatial model (i.e. control over territory) and extraterritorial jurisdiction based on a personal model (i.e. control over an individual). Traditionally, both approaches translate to the exercise of physical control in practice, at least to the extent that such extraterritorial jurisdiction is exercised with respect to non-citizens.\(^4\)

However, as access to and use of information and communication technologies (ICTs) has become essential to the conduct of government operations, to business, and to individuals’ day-to-day lives, exercise of power and authority in this context has increasingly been disjointed from the exercise of physical control. Data collection, processing, and sharing practices (including, but not limited to, trans-border data-sharing) result in States handling the personal and sensitive data of individuals that are not, and may have never been, under the respective State’s jurisdiction if one is to employ a traditional conceptualization of extraterritorial jurisdiction revolving around the exercise of physical control. Relevant conduct is rarely effectuated outside of the State’s territory but may come with far-reaching extraterritorial effects and results in the exercise of power or authority over at least certain implicated human rights of affected individuals. Promoting worldwide respect for universally guaranteed human rights requires a shift—albeit prudent and pondered—towards an “interference-based” approach to jurisdiction\(^5\) and derived responsibilities. Such approach already has support in international and regional jurisprudence and expert opinion\(^6\) and is expected to be further and authoritatively developed as relevant mechanisms are increasingly called to decide on questions reflecting the human rights challenges of the digital age.

---

\(^1\) It has to be noted in this respect that the notion of jurisdiction under human rights treaties has a particular meaning attached to it. As opposed to simply referring to the State’s right under international law to exercise its powers and regulate conduct, it serves as a threshold criterion determining whether the State had an obligation to secure the rights guaranteed in the respective treaty.

\(^2\) See, e.g. Bașcu and Others v. Moldova and Russia [GC], Application no. 48787/99, 8 July 2004, § 312; Af-Skeini and Others v. the United Kingdom [GC], Application no. 55721/07, 7 July 2011, § 131. At the same time, State jurisdiction on its own territory can be restricted in certain matters, most notably due to immunities (in particular, diplomatic immunities – see, for example Article 22(1), Vienna Convention on Diplomatic Relations).


\(^4\) With respect to citizens, States may exercise power or authority over certain aspects of their human rights even when such persons are outside of the State’s territory: for example the State may restrict their freedom of movement by revoking or refusing to issue travel documents (see, e.g., Human Rights Committee, Samuel Lichtensztejn v. Uruguay, Communication no. 77/1980, CCPR/C/OP/2 (1990), para. 1.2.). Arguably, interferences with citizens’ human rights, such as the right to privacy, including in the context of the use of biometric tools, that are not permissible when the person is within the territory of their State of citizenship would not be justifiable under international human rights law in case such persons find themselves outside of the State’s territory.


It must further be noted in this respect that in the cases relating to foreign and extraterritorial surveillance decided by the European Court of Human Rights, respondent States did not challenge the case on grounds of the State not having exercised jurisdiction.
The mandate of the Special Rapporteur highlights that relevant human rights implications are likely to be amplified in case of groups and persons who are already marginalized or discriminated against, such as women, members of ethnic, religious, racial, sexual, and other minorities as well as groups and persons in vulnerable situations, such as refugees and asylum-seekers or persons affected by armed conflict and other types of violence.

Among such categories, States and other stakeholders handling biometric data must pay particular attention to means and modalities for collecting, retaining, processing and sharing children’s data. The mandate of the Special Rapporteur is unequivocal that such data use must always comply with the safeguards contained in the Convention on the Rights of the Child and, in particular, with the requirement that any relevant measures be “in the best interest of the child.” This means that considerations related to the best interest of the child must inform the assessment as to whether the measure in question is necessary and proportionate. Relevant examinations must also address the appropriateness of using biometric markers that may be less stable in case of children (as they may undergo alteration as a result of the growing or aging process).

Finally, States bear an obligation to protect children against “all forms of discrimination or punishment on the basis of the status, activities, expressed opinions, or beliefs of the child’s parents, legal guardians, or family members,” a consideration of utmost importance when addressing children associated with terrorist groups, including family members of known or suspected “foreign terrorist fighters.”

The use of biometric data may be uniquely helpful and serve the interest of the child in a number of instances. This includes cases when such data is employed to prove the child’s parentage and reunite them with their family or with the aim of using such parentage information to ascertain the child’s nationality in view of their repatriation. At the same time, concerns related to data usage and, in particular, long-term retention of biometric data of minors based on the child’s family affiliation must be flagged. Data collection and retention, when it is for monitoring or surveillance purposes, must be based, among others, on a threat assessment, and the necessity for the data to be retained and for children to be included in databases or watchlists must be periodically reviewed. Relevant measures must also be subject to independent oversight. Such oversight should include review by a public authority specifically tasked with protecting the rights of the child (such as an ombudsperson) or ensure that experts duly specialized in children’s rights are part of the oversight body’s composition.

Recommendations:

- States must carry out comprehensive a priori and a posteriori assessments of the human rights impact of biometric tools and data in the counter-terrorism context. Such assessments must consider impact on the whole spectrum of human rights. Suitable vehicles for relevant assessments include independent reviewers of terrorism-related legislation and policy, national human rights institutions, or other specialist government entities.

- The collection and processing of biometric data concerning children must be in the best interest of the child and, as such, limited, exceptional, and subject to strict review.

4. Stages of the data lifecycle: a non-exhaustive inventory of human rights implications

a. Collection and retention of biometric data

Data collection, retention, processing, and sharing engage a range of human rights, including but not limited to, the right to privacy and data protection.

In order to ensure human rights compliant use of biometric data and relevant tools, the human rights compliance of measures must be assessed at every stage of data usage. While a human rights assessment is

---


149 The Convention on the Rights of the Child has 196 State Parties and as such is almost universally ratified (the only UN Member State that has signed but not ratified the Convention is the United States).

150 Convention on the Rights of the Child, article 3(1). The Convention requires States to ensure that in all actions concerning children, whether undertaken by public or private social welfare institutions, courts of law, administrative authorities or legislative bodies, the best interests of the child shall be a primary consideration. The Committee on the Rights of the Child stated that the child’s best interests was a threefold concept, namely a substantive right; a fundamental, interpretative legal principle; and a rule of procedure. Any determination of what is in the best interest of a child “requires a clear and comprehensive assessment of the child’s identity, including his or her nationality, upbringing, ethnic, cultural and linguistic background, particular vulnerabilities and protection needs.” Relevant assessment processes must be carried out “in a friendly and safe atmosphere by qualified professionals who are trained in age and gender-sensitive interviewing techniques.” See, for example, Committee on the Rights of the Child, General Comment no 14 on the rights of children, CRC/GC/2003/14, para. 4.9.

151 Convention on the Rights of the Child, articles 2 and 3.
In relation to the option to store biometric data in a central national database, the European Union Fundamental Rights Agency noted that “due to [the] scale and the sensitive processing, and sharing of that data.

It must be noted that long retention periods are commonplace in many jurisdictions, including frequently outside of the scope of criminal justice processes. In this respect it is nota... completeness at subsequent stages. However, data having been collected in a human rights-compliant manner does not mean that the requirements imposed by human rights law are satisfied with respect to retention, processing, and sharing of that data.

Lengthy or indefinite retention of diverse sets of personal data figures among the most pertinent and concerning current trends in this field. Both governments and companies seek to collect and store large troves of data, a trend aided by declining costs of data storage. With the advent of “datafication,” the potential current and future uses of such information are practically endless.

International human rights law does not allow for the indiscriminate retention of personal data, including biometric data, as such indiscriminate retention cannot satisfy the criteria of necessity and proportionality. In this respect, the European Court of Human Rights has repeatedly held that blanket and indiscriminate retention of biometric data, such as fingerprints and DNA samples, were in breach of the right to privacy. Importantly, the Court also ruled that indefinite retention of genetic data of persons convicted of criminal offences, including after the data subject’s death, interfered with the right to privacy of individuals biologically related to the data subject and stressed that there was a “narrowed margin of appreciation available to States when setting retention limits for the biometric data of convicted persons.”

Decisions to retain biometric data must also consider issues related to data security and the risk of biometric data being compromised. Certain storage modalities, such as the creation of central databases, pose a higher risk than localized storage of such data. In this respect, due consideration must be given to the potential severe and at times irreversible consequences resulting from biometric data being misused or compromised. Furthermore, in addition to the risks related to security, prolonged retention periods also heighten the risk of

152 Retention of biometric data in line with international human rights law requires that such retention be provided by law and be necessary and proportionate. This also means that as soon as these conditions are not fulfilled, retention must be terminated through the safe and responsible disposal of the data. For the purposes of this report, such safe and responsible disposal is considered to be part of the obligations related to the human rights-compliant retention of biometric data.


154 In the case of S. and Marper v. The United Kingdom, the European Court of Human Rights found that there had been a violation of the right to privacy by the UK, as a result of the blanket and indiscriminate nature of the powers of retention of the fingerprints, cellular samples and DNA profiles of persons suspected but not convicted of offences which failed to strike a fair balance between competing public and private interests. European Court of Human Rights, S. and Marper v. The United Kingdom [GC], Applications nos. 30562/04 and 30566/04, 4 December 2008. It must be noted that long retention periods are commonplace in many jurisdictions, including frequently outside of the scope of criminal justice processes. In this respect it is notable for example that the United States and Five Eyes countries retain photos and fingerprints of travelers for a period of up to 75 years. See US Department of Homeland Security, Privacy Impact Assessment for the Automated Biometric Identification System (IDENT), DHS/NPPD/PIA-002 (2012); US Department of Homeland Security, Privacy Impact Assessment for the Traveler Verification Service, DHS/CPB/PIA-056 (2018). It is also notable that the United States and Five Eyes countries retain photos and fingerprints of travelers for a period of up to 75 years. See US Department of Homeland Security, Privacy Impact Assessment for the Automated Biometric Identification System (IDENT), DHS/NPPD/PIA-002 (2012); US Department of Homeland Security, Privacy Impact Assessment for the Traveler Verification Service, DHS/CPB/PIA-056 (2018).


156 European Court of Human Rights, Gaughran v. The United Kingdom, Application no. 45245/15, §§ 81-82.

157 European Court of Human Rights, Gaughran v. The United Kingdom, Application no. 45245/15, §§ 84 and 88.

158 For example, storing biometric data in the chip of the biometric identity document.

159 In relation to the option to store biometric data in a central national database, the European Union Fundamental Rights Agency noted that “due to [the] scale and the sensitive nature of the data which would be stored, the consequences of any data breach could seriously harm a potentially very large number of individuals. If such information ever falls into the wrong hands, the database could become a dangerous tool against fundamental rights.” See, European Union Agency for Fundamental Rights, Fundamental rights implications of storing biometric data in identity documents and residence cards (2018), p. 14.
“mission creep” and may lead to use beyond the purpose for which the data was collected.¹⁵⁹

**Recommendations:**

- The human rights compliance of measures involving biometric data must be duly assessed at every stage of data usage.
- Data must be safely and appropriately discarded as soon its retention does not meet the requirements of lawfulness, necessity or proportionality. Indefinite retention of data is inconsistent with States’ human rights obligations.

**b. Processing of biometric data: the human rights implications of automation, machine learning and artificial intelligence**

In addition to its use for identification and authentication purposes, so-called primary biometric data also allows for deducing ancillary attributes, such as gender, age, ethnicity, appearance (hair or eye color, height, weight). Such data may provide complementary information for identification or authentication. These are called ‘soft’ or ‘light’ biometrics and refer to a set of physical characteristics that may aid in recognizing individuals, but that are not sufficient for distinguishing between individuals, as they lack the necessary level of distinctiveness and/or permanence.¹⁶⁰ For example, voice or iris recognition tools also provide information on the gender, age and race/ethnicity of a person—all sensitive information that qualify as “protected grounds” on which discrimination is prohibited. The use of soft biometrics is associated with a risk of discriminatory use of such information through its potential to facilitate profiling based on protected grounds.¹⁶¹

In addition, technology allows for certain types of sensitive information not immediately detectable to the naked eye to be discerned from biometric data. For example, tools analyzing faces, irises, or a person’s gait can derive information on the respective person’s health. While such advanced systems may make significant positive inroads as diagnostic tools, their use may raise red flags when employed without the data subject’s consent and for purposes other than safeguarding the person’s right to enjoy the highest attainable standard of physical or mental health. Biometric data may also be employed to divulge information on a person’s sexual orientation, as demonstrated by a study conducted by two Stanford academics.¹⁶² Unlike technology analyzing health conditions based on biometric data, it is challenging to imagine a legitimate use of such technology that is in line with public interest. However, as highlighted by the authors of the study, “given that companies and governments are increasingly using computer vision algorithms to detect people’s intimate traits,”¹⁶³ and are “developing and deploying face-based prediction tools aimed at intimate psycho–demographic traits, such as the likelihood of committing a crime, being a terrorist or a pedophile,”¹⁶⁴ the findings also expose a threat to the privacy and safety of LGBTI+ persons.”¹⁶⁵

As the above examples also demonstrate, technology allows for increasingly sophisticated ways of processing biometric data through the use of automation, diverse machine learning algorithms, and artificial intelligence

---

¹⁵⁹ See also subsection C(4)(c) below.
¹⁶² For example, body mass index (BMI) may be determined based on facial images, thereby suggesting the possibility of assessing health from biometric data. A person’s DNA sample may similarly disclose sensitive health information, such as genetic predisposition to certain illnesses, affecting not only the data subject but also biological next of kin.
¹⁶⁵ Ibid., p. 8.
¹⁶⁶ Ibid., p. 7.
(AI). These developments allow for the processing of large datasets and have contributed to making biometric tools and systems safer and more reliable.\footnote{167} At the same time, algorithms driving some of these tools have been shown to suffer from bias.\footnote{168} Studies have demonstrated that the majority of facial recognition technologies show gender and racial bias leading to less reliable results when identifying women and persons with darker skin tones.\footnote{169} This has real-life implications and may lead to false positives or false negatives, including in the counter-terrorism context, such as during screening at border checks or in the context of real-time surveillance using facial recognition. Moreover, facial recognition tools are increasingly used to assess a person’s facial expressions with the aim of deducing the subject’s emotional state,\footnote{170} including in a law enforcement context\footnote{171}, despite such tools exhibiting insufficient levels of sensitivity to cultural and other differences in ways in which people behave and emote.\footnote{172}

\footnote{167} For example, algorithms in biometric tools relating to fingerprint or facial recognition now can adjust for change in a person’s biometrics over time, for example as part of the aging process.


Restrictions on the use of facial recognition technologies

Many States and companies are stepping up the use of facial recognition. India is planning on setting up a nationwide facial recognition system. A number of local authorities in Brazil have adopted the use of some kind of facial recognition software, with about half of these initiatives instituted in the past two years. At the same time, opposite trends are also discernable. Due to concerns regarding the accuracy and the potential negative individual and societal impact linked to the use of facial recognition technologies, some governments and local authorities have recently taken steps aimed at imposing moratoria on the deployment of such technology. In the US, various pieces of draft federal legislation have been proposed in this respect, with senators Jeff Merkley and Cory Booker having recently introduced a bill pursuing temporary restrictions on the use of facial recognition by federal authorities. These developments follow repeated calls by civil liberties, privacy, and other groups arguing that the use of such technology should be suspended, pending further review. The State of California and some US cities already have temporary restrictions in place, with legislation pending elsewhere. These developments are not unique to the US: many jurisdictions worldwide ponder ways to meaningfully address the challenges posed by the use of facial recognition technology. Morocco has recently introduced a rather short but comprehensive moratorium on the use of the technology, justified rightly on the grounds of Morocco’s human rights obligations. The European Union and its Member States have also grappled with finding the optimum way to approach the problem—however, the latest version of the European Commission’s White Paper on AI walks back on a suggestion contained in previous versions to impose a 5-year moratorium on the use of relevant technologies.

---


177 See also, Richard Lawler, ‘Senate Bill Would Place a Moratorium on Feds Using Facial Recognition’, Endgadget, 13 February 2020, available at https://www.engadget.com/2020/02/13/ethical-use-of-ai-art-facial-recognition/, (visited 19 February 2020). It must be noted that this Bill would restrict use until Congress passes relevant legislation. At the same time, the Bill does not propose a full moratorium and allows for example for police authorities to continue make use of such technologies, subject to a warrant.


Facial recognition technologies are, of course, not the only ones shown to exhibit bias: voice recognition software, for example, regularly performs worse in recognizing women’s voices, despite women on average having higher speech intelligibility than men.\(^\text{182}\) Similar concerns are valid with recognition of non-standard accents which frequently includes racial or ethnic minorities.\(^\text{183}\)

The above outlined examples may negatively affect protections for the right to non-discrimination and equal treatment before the law\(^\text{184}\) and may have further implications on rights such as the right to liberty and security of person, freedom of movement, freedom of assembly, the prohibition of arbitrary deprivation of liberty as well as due process and fair trial rights. Furthermore, as also highlighted above, these implications are likely to be amplified in case of groups and persons who are already marginalized or discriminated against, as well as groups and persons in vulnerable situations.

**Recommendations:**

- The potential for fundamentally discriminatory impact of biometric data is exceptionally high and requires State action aimed at ensuring and safeguarding transparency and accountability of automated processes.

- Human rights impact assessment as well as relevant monitoring and evaluation processes must address the disparate impact of such technologies and data usage on underprivileged and marginalized groups as well as persons and groups in a vulnerable situation.

**c. Domestic and cross-border sharing of biometric data**

Human rights concerns dominate with respect to the means and modalities of sharing biometric data,\(^\text{185}\) both domestically and internationally. As flagged earlier, Security Council resolution 2396 also encourages “responsible” sharing of biometric data domestically, with Member States, and international bodies.

Broad data-sharing practices between diverse domestic authorities, public and private actors, and between States themselves, are becoming normalized. This means that purpose limitation-related safeguards are increasingly challenging to meaningfully implement and implies that:

- Data gathered for counter-terrorism purposes may be shared with broader stakeholders, including public authorities and potentially also private actors; and

- Data gathered for purposes other than counter-terrorism may be shared with security sector actors to be used in preventing or countering terrorism.

Such practices need sustained attention to ensure that they comply with requirements related to legality, transparency, purpose limitation, and data minimization.

At the domestic level, law enforcement and counter-terrorism actors are often given access to databases set up and operated by other public authorities. While regulated targeted access to relevant data can greatly facilitate law enforcement and counter-terrorism operations, allowing sweeping access for a broad range of actors raises necessity and proportionality concerns. The question of such access has arisen in relation to the Aadhaar database in India, commonly understood to be the largest database of biometric information that the world currently knows.\(^\text{186}\) Domestic courts recognized that access to the data by multiple actors raised legitimate concerns and held that such access must be limited to effective safeguards that protect against abuse, including in relation to authorization and oversight.\(^\text{187}\)

With reference to domestic sharing of data, the *United Nations Compendium of Recommended Practices for the Responsible Use and Sharing of Biometrics in Counter-Terrorism* makes the case that “lawful integration of all national law enforcement biometric databases into a ‘national
The UN Compendium has a similar recommendation noting that “the aggregation of disparate, single-mode databases […] has evolved, in some countries and regions, into state-arrangements and practices, governments will be faced with data-sharing are rarely synonymous with sharing the data as broadly as feasible. The 2018 Addendum to the 2015 Madrid Principles recommends that “systems operating biometric data and the legal frameworks associated with their use allow for interoperability between other national and international biometric databases, including INTERPOL.” While efficient international and regional cooperation may serve as a potent tool for successfully countering terrorism, such cooperation, whether in the area of judicial assistance or intelligence-sharing, is not a rights-free zone. The need for measures taken to combat terrorism, notwithstanding their nature or the context in which they were enacted, to be in compliance with obligations under international law, in particular international human rights, refugee and humanitarian law has also been underscored by the General Assembly, the Human Rights Council, and the Security Council. As highlighted earlier, Security Council resolution 2396 also encourages “responsible” sharing of biometric data domestically, with Member States, and international bodies. In the context of international data-sharing arrangements and practices, governments will be faced with dilemmas. These include:

- State sovereignty considerations;
- Jurisdictional complexities; and
- Complications caused by the diverging legal and policy frameworks and standards applicable in different jurisdictions.

In the absence of protective parity, the implementation of measures advocated for States by the Security Council is likely to contribute to greater privacy intrusions, which in turn lead to enhanced risk to the protection of interlinked rights. For this reason, the mandate of the Special Rapporteur takes the view that States must avoid any form of cooperation that may facilitate human rights violations or abuses. State must also be mindful that state responsibility under international law may be triggered through the sharing of information that contributes to the commission of gross human rights violations.

Cross-border intelligence-sharing arrangements raise particular human rights concerns. International human rights mechanisms, including the mandate of the Special Rapporteur have repeatedly warned against such arrangements falling short of international human rights norms and standards, particularly the lack of a human rights-compliant legal basis and of adequate oversight. However, relevant information-sharing agreements are frequently not only not based on law but are classified and as such not subject to any democratic or public scrutiny. The lack of such scrutiny may also be manifest in case of Security Council-mandated measures where ordinary domestic regulatory processes may be entirely sidestepped. Therefore, private or sensitive information concerning individuals may be shared with foreign intelligence agencies without the protection of a publicly available legal framework and without proper safeguards, making the operation of such regimes unforeseeable for those affected by it. Moreover, such arrangements may lead to information gathered for one purpose being used for other unrelated governmental objectives. This “purpose creep” presents concerns not
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189 Ibid., p. 67.
190 See also Privacy International, ‘Briefing to the UN Counter-Terrorism Executive Directorate on the Responsible Use and Sharing of Biometric Data to Tackle Terrorism’ (June 2019), p. 7.
193 See, for example, A/69/397 and A/HRC/33/37.
196 A/69/397, para. 44.
only because of reducing foreseeability, but also because surveillance measures that may be necessary and proportionate for one legitimate aim may not be so for the purposes of another. 197

In addition to the above addressed shortcomings, intelligence-sharing arrangements tend to be—more often than not—exempted from the supervision of an independent authority. 198 Oversight bodies are typically not informed of the conclusion of intelligence-sharing agreements and therefore unlikely to review the compatibility of such agreements with domestic and international law. Due to limitations justified by state sovereignty, they have very little or no oversight over the use of information shared with foreign agencies. Moreover, they are limited in their powers to seek or verify information about the means and methods of collection, retention, and processing of information shared by another State, particularly as intelligence-sharing arrangements regularly prohibit the disclosure of such information to third parties.

Recommendations:

• Data-sharing arrangements and practices must be provided for by law and strictly comply with the principles of necessity and proportionality.

• States must take necessary and effective measures to avoid any form of international cooperation that may facilitate human rights violations or abuses.

• Independent oversight of the activities of intelligence agencies must encompass all forms of data usage, including cross-border data-sharing cooperation.

5. The obligation to develop and implement biometric systems under UNSCR 2396

Complying with the above set out requirements put in place under human rights law would require that competent domestic authorities develop comprehensive national legal frameworks regulating the use of biometric tools and data. Such regulation should follow a threat assessment and a human rights impact assessment and provide for measures that are necessary and adequate for efficiently tackling relevant threats. Due to the obligations imposed under Security Council resolution 2396, such domestic assessments may be considered moot and sidestepped. This would be a concerning development considering the lack of any meaningful human rights risk assessment conducted by the Security Council in the context of developing the resolution. Such approach would also go against the obligation of States to implement duties pursuant to Security Council resolutions with due respect for binding human rights obligations of States, a requirement explicitly contained in para. 15 of the resolution.

Recommendation:

• Competent domestic authorities must develop comprehensive national frameworks regulating the use of biometric tools and data as a matter of best practice and to ensure compliance with international human rights norms and standards.

D. State-business cooperation in law enforcement and national security contexts and the human rights-compliant developments and deployment of biometric tools

Technology employed to collect and process biometric data is overwhelmingly developed by private companies at their own initiative or following solicitation of commission by government authorities. Indeed, in the context of surveillance technology, the growing reliance by States on the private sector to conduct and facilitate digital surveillance is well-established. 199 The capacity of States to conduct surveillance may even “depend on the extent to which business enterprises cooperate with or resist such surveillance.” 200

1. International standards applicable to business conduct

The broad human rights implications linked to the use of biometrics, highlighted above, 201 means that the companies developing and deploying biometric tools and their business relationships (whether State or non-State) have far-reaching influence on ways in which human rights of large categories of persons are safeguarded. Such influence may be employed to further the fulfilment of diverse human rights in the context of the services that
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197 A/HRC/13/37, para. 50; A/69/397, para. 56.
198 A/HRC/13/37, A/69/397.
199 A/HRC/27/37, para. 38.
200 A/HRC/32/38, para. 57.
201 See, in particular, Section C.
they provide but can equally be used to limit the enjoyment of those rights.

The growing role of corporate actors and their increased impact on the enjoyment of human rights is addressed by the UN Guiding Principles on Business and Human Rights (UNGPs), providing an authoritative global standard for preventing and addressing adverse human rights impacts linked to business activity. While the UNGPs have been endorsed by the Human Rights Council in resolution 17/4 of 16 June 2011, they are not formally legally binding. They represent however an important step towards matching the impact of business on human rights with corresponding levels of corporate responsibility. They further represent the course of development under international law, as many soft law norms contained in the UNGPs are expected to crystallize to hard law obligations over time and use. As such, they are being recognized, accepted, and implemented by a growing number of private companies.

At the same time, as the Interpretive Guide to the UNGPs specifies, “[t]he responsibility of business enterprises to respect human rights is distinct from issues of legal liability and enforcement, which remain defined largely by national law provisions in relevant jurisdictions.” As the responsibilities entailed in the UNGPs are not legally enforceable, applicable domestic legislation frequently falls short of ensuring full corporate accountability.

a. Responsibility to create a due diligence framework

Under the UNGPs, the responsibility to respect internationally recognized human rights implies that businesses must “[a]void causing or contributing to adverse human rights impacts through their own activities, and address such impacts when they occur” and “[s]earch to prevent or mitigate adverse human rights impacts that are directly linked to their operations, products or services by their business relationships” (including users of products and services), even if they have not contributed to those impacts. Corporate responsibility in the context of the UNGPs is independent of State obligations and thus “exists over and above compliance with national laws” and irrespective of States’ abilities and/or willingness to fulfil their own duties under human rights law. Businesses therefore cannot invoke the host or other involved States’ poor human rights record as a justification for their own conduct. This is further evidenced by the requirement that companies exercise due diligence in preventing and mitigating adverse human rights impact resulted through actions of their business relationships. Companies may therefore risk contributing to human rights violations and may under certain circumstances be morally or legally complicit in such violations, if they supply States with technology or data without complying with their due diligence obligations to safeguard against abuse, or provide data pursuant to requests that violate international human rights standards or where the data is otherwise used in violation of international human rights law.

Policy commitment

In line with the UNGPs, businesses should adopt an explicit and public policy commitment to meet their responsibility to respect human rights and the commitment should be reflected in operational policies and procedures governing their activities. To aid this process, businesses should identify the human rights the enterprise’s activities are most likely to impact and effective ways to prevent and/or mitigate such impact.

Risk assessment

Human rights due diligence on part of businesses involves conducting risk assessments examining actual and potential human rights impacts, both direct and indirect, of the business’s operations. Risk assessments should encompass all phases and aspects of business activities
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- The policy commitment should clearly set out expectations from employees of the company (including management) and their business relationships.


and monitor how the nature and scope of the risks may change over time. Such comprehensive monitoring allows for a timely and effective response on part of the company.

In this vein, companies should make sure that human rights considerations are given due weight at all operational stages. In the context of data-handling, this would include collection, retention, processing and sharing as well as disposal of data. When it comes to relevant technological tools, due diligence responsibilities cover all phases of technology development and deployment, including in relation to the sale or transfer of the product, as well as after-sales support and maintenance. Companies should have a policy in place setting up minimum standards regarding the existing legal and policy framework, including regulatory safeguards and oversight that must be in place in countries where they operate or the government or public authorities of which they have developed business relations with. As part of their due diligence process, companies must also assess any potential business relationships, including public authorities, to identify, prevent and mitigate potential human rights impact prior to entering contractual relationships. Such arrangements should incorporate end-user assurances against unlawful or arbitrary use of technology or infrastructure.

The findings resulting from the human rights due diligence process, including from risk assessments, should inform action taken by the company to prevent adverse impact or mitigate the effects where the impact occurs. The impact of such efforts should also be monitored and evaluated for efficiency.

Accountability mechanisms

Companies are required to set up internal accountability mechanisms for the implementation of human rights policies.212 Furthermore, in line with the “respect, protect, remedy” framework set out under the UNGPs, companies should have processes in place that enable the remediation of adverse human rights impacts that the company caused or contributed to.213 In this sense, operational-level grievance mechanisms may be an effective means to ensure access to remedies for stakeholders whose legitimate interests have been infringed upon by the company.214 The existence of such mechanisms may be of particular significance in contexts where access to effective judicial and quasi-judicial remedies is restricted or lacking.

Reporting and other forms of external communication

The UNGPs also stipulate that corporations should communicate externally how they address human rights impacts linked to their operations, particularly when concerns are raised by or on behalf of affected stakeholders.215 Companies should report on their business relationship with governments and public authorities, unless such reporting is prohibited under national law.216 However, States themselves should also be transparent about technology purchases and transfers and other relevant transactions related to acquiring biometric tools and data and should refrain from imposing blanket prohibitions on companies to reveal information about technology sales and transfer.217 Importantly, meaningful transparency would further include public reporting on lobbying activities of companies active in this space.
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212 UNGPs, Principles 22, 29 and 31.
214 In accordance with Principle 31, such grievance mechanisms can be considered effective if they are 1) legitimate, 2) accessible, 3) predictable, 4) equitable, 5) transparent, 6) rights-compatible, 7) a source of continuous learning and 8) based on engagement and dialogue.
215 UNGPs, Principle 21. In addition to the Guiding Principles, reporting requirements have been set up by interest groups and regional organizations. For example, companies acceding to the UN Global Compact are to “embrace, support and enact, within their sphere of influence”, the principles of the Global Compact and they are to report annually on the initiatives taken to make those principles part of their operations. In this sense, see United Nations Global Compact, ‘Reporting’ at https://www.unglobalcompact.org/participation/report.
216 Directive 2014/95/EU of the European Parliament and of the Council amending Directive 2013/34/EU on disclosure of non-financial and diversity information by certain large undertakings and groups requires companies of a certain size that can be classified as public interest entities to report on a number of issue areas, including respect for human rights.
217 In instances where the domestic legal or policy framework hinders such reporting, companies should use their leverage with the government and other relevant stakeholders (such as the diplomatic representation of their own government in case they are operating abroad) and advocate for the possibility to make such information available, including through changes in the law.

While restrictions on reporting may, under certain circumstances and for a limited time, be warranted, such limitations should only be imposed to the extent they are strictly necessary and proportionate to the protection of a legitimate interest.
b. Importance of a corporate due diligence framework

Setting up a due diligence framework that complies with the above considerations goes a long way towards enabling companies to act in line with their responsibilities under the UNGPs. The existence of such policies and mechanisms is particularly important in situations where companies have limited opportunity to monitor ways in which State authorities use technology or data acquired from the business.

Many companies operate in environments where domestic legislation and policies fall short of requirements under international human rights law. This phenomenon is distinctly noticeable in the national security context, particularly with respect to measures aimed at preventing and countering terrorism-related offences, and has a considerable negative impact on the ability of companies to comply with their responsibilities under the “respect, protect, remedy” framework set up by the UNGPs.

Operating in these conditions may cause the companies to contribute to human rights violations and may result in moral or legal complicity. The challenges raised in this context come with no straightforward solutions. They however highlight the importance of stepping up corporate efforts to prevent, mitigate, and challenge the adverse human rights impact that companies may be contributing to, including through collaborative efforts, such as interest groups and public–private partnerships.

At the same time, there is extremely limited publicly available information on whether companies producing, selling or transferring biometric tools or data have an adequate due diligence framework in place and whether carrying out human rights risk assessments of their activities and evaluating the human rights record of business relationships is a regular part of relevant corporate processes. While a number of such companies publicly state their commitment to human rights, they do not provide information on ways in which such commitment is operationalized, including with respect to their business relationships. This, at the very least, points to an incomplete due diligence framework that is missing mechanisms and processes aimed at ensuring transparency. Moreover, the widespread concerns raised concerning a number of biometric tools and ways in which these are employed by public authorities, including in a national security or surveillance context, make skepticism in relation to corporate due diligence in this area warranted.

Recommendations:

• Business enterprises must ensure that their operations are guided by international human rights law, including the “respect, protect, remedy” framework set up under the United Nations Guiding Principles on Business and Human Rights.

• Businesses should adopt an explicit and public policy commitment to meet their responsibility to respect human rights and the commitment should be reflected in operational policies and procedures governing their activities.

• Business enterprises must conduct human rights due diligence. This includes conducting risk assessments examining actual and potential human rights impacts, both direct and indirect, of the business’s operations. Risk assessments must encompass all phases and aspects of the business’s operations and monitor how the nature and scope of the risks may change over time.

2. State duties vis-à-vis third-party conduct

In the context of their obligations under international human rights law, States have the duty to protect persons within their jurisdiction from undue interference with

---

218 For example, the Booz Allen Hamilton Code of Business Ethics and Conduct states that the company “honors” and “celebrates” human rights and emphasize their support for the UNGPs but granular information on how such commitment is operationalized is largely lacking. See Booz Allen Hamilton Code of Business Ethics and Conduct, available at https://investors.boozallen.com/static-files/f708a2e9-5fb1-4ba2-9850-0233b683716c (visited 20 February 2020). Amazon’s Global Human Rights Principles state that the company is guided by the UNGPs and supports the Universal Declaration of Human Rights. See Amazon, ‘Global Human Rights Principles’, available at https://sustainability.aboutamazon.com/governance/amazon-global-human-rights-principles (visited 20 February 2020). Again, detailed information on how such values are reflected in their operations is not readily available. It is also notable in relation to Amazon’s biometrics-related operations that Amazon investors have recently voted against limiting the sale of facial recognition technology to public authorities and rejected a proposal aimed at commissioning an independent report on the impact of their software, Rekognition. See Kris Holt, ‘Amazon Investors Reject Call to Limit Facial Recognition System Sales’, Engadget, 22 May 2019, available at https://www.engadget.com/2019/05/22/amazon-facial-recognition-law-enforcement-shareholders-climate-change (visited 20 February 2020). Cyber-intelligence company NSO Group has recently adopted a human rights policy document stating the firm’s commitment to the International Bill of Rights and the UNGPs. It also provides information about due diligence processes and states, among others, that NSO Group thoroughly evaluates human rights impact arising from the misuse of their products by considering the specific customer, their past human rights performance and governance standards in the country involved. See NSO Group, ‘Human Rights Policy’ (September 2019), available at https://www.nsgroup.com/wp-content/uploads/2019/09/NSO-Human-Rights-Policy_Sep2019.pdf (visited 20 February 2020). Human rights actors are however skeptical about the level of commitment on part of the company to meaningfully implement the policy, due to the company’s history with its products repeatedly used to commit human rights violations, particularly as its current business relationships also seem to include governments with problematic human rights records. See, for example, Eva Galperin and Cindy Cohn, ‘Private Companies, Government Surveillance Software and Human Rights’, Electronic Frontier Foundation, 28 October 2019, available at https://www.eff.org/deeplinks/2019/10/applying-human-rights-framework-sale-government-surveillance-software (visited 20 February 2020).
their human rights by third parties, including private actors such as business enterprises. States’ duty to ensure respect for human rights implies the obligation to enact legislation on the basis of which they can take necessary and adequate measures to prevent, investigate, and punish activities that endanger these rights and to offer redress in case abuses have occurred.\(^{219}\) This is also reflected in the “protect, respect, and remedy” framework of the UNGPs which urge States to “exercise adequate oversight when they contract with, or legislate for, business enterprises to provide services that may have an impact on the enjoyment of human rights.”\(^{220}\) The obligation to safeguard human rights against interference by third parties is particularly important in the context of biometrics keeping in mind the high human rights risk associated with 1) use of sensitive personal information, combined with 2) the use of automated tools, many powered by algorithms or artificial intelligence software.

In line with their human rights obligations, States must set up a domestic framework that requires businesses operating within their jurisdiction (including with respect to their activities with transnational impact) to:

- Create a due diligence framework and carry out human rights risk assessment and monitoring with respect to their activities and the activities of their business relationships;

- Commit to human rights-compliant policies;

- Commit to public reporting on ways in which these policies are implemented as well as their efficiency; and

- Set up accountability mechanisms.\(^{221}\)

\(^{219}\) International Covenant on Civil and Political Rights, article 2.

\(^{220}\) UNGPs, Principle 5.


To paraphrase the 2018 Addendum to the 2015 Madrid Guiding Principles, as Member States' use of biometric tools and data continues to expand, the parameters for their human rights-compliant use continue to evolve accordingly. Bridging the gap between technological developments and legal and policy responses is a constant challenge for governments and one that comes with a set of problems with no obvious solutions. The nature and pace of technological developments impacts foreseeability of the implications of technology. This highlights the importance that human rights principles and safeguards, including independent oversight, are duly reflected in the legal and policy framework and, as a result, meaningfully incorporated in relevant processes. Critically, robust human rights assessments, including effective monitoring and evaluation processes, are a *sine qua non* of safeguarding against negative human rights ramifications resulting from the use of technology. A human rights-conscious approach also necessitates due attention to implementing strong protections on data-sharing and use; reduced foreseeability of future implications also means that consequences of data use may not have been foreseeable at the time the data was collected. This raises challenges relating to the adequacy of informed consent as the basis for processing personal data, fairness and transparency in collection and processing, purpose limitation, and accountability in the handling of data. It further highlights the importance of assessing the lawfulness and human rights compliance of data use at every stage.

Against this background, the precautionary principle has the potential to provide for a useful tool in addressing challenges related to regulating the future impact of technologies. A “guiding principle of modern international law,” the principle advocates for State decision-making to be guided by precaution in circumstances where there is scientific uncertainty around the potential impact of relevant activities, tools, and technology. Importantly, the scope of the principle covers situations where there is insufficient information to prove an activity or tool unsafe. While the precautionary principle has primarily been applied in international environmental law and international humanitarian law in relation to rules concerning the environmental impact of weapons, adopting an analogous approach to technological development may be of considerable added value. Various stakeholders and experts have expressed support for expanding the precautionary principle to the governance of emerging technologies.

Stringent application of responsibilities and obligations under human rights law, including the duty of care connected to the prevention and mitigation of negative human rights impact, could provide for an essential component of the principle’s operationalization.
3. Challenges of State-business ‘cooperation’ and potential ways forward

As noted above, biometric tools are overwhelmingly developed and sold by private companies, frequently in the context of processes lacking transparency and not benefiting from human rights input. There is, for example, rising scrutiny towards initiatives by a large number of companies to develop facial recognition software. These companies are not limited to companies specializing in cyber-security but also include major tech companies, such as Amazon, Facebook, Google, and Microsoft. While these companies may not be developing such tools with the primary aim of employing them for national security purposes, tools developed by them are used by security sector actors in a number of jurisdictions. These companies are also very well-positioned to collect data of millions of users to power their algorithms, a concern that has been consistently flagged by privacy advocates. Governments also enter diverse partnerships with businesses in the context of which one party may provide the technology while the other to feed into the algorithm.

The US border control database system is based on biometrics developed by US security contractor Booz Allen Hamilton. This system is employed at US entry ports but has also been put at the disposal of other States and, based on the 2018 Country Reports on Terrorism, compiled by the US Department of State, has been used at 227 ports of entry in 23 countries to screen more than 300,000 travelers each day. Other technology companies similarly partner with the US government as well as numerous other governments worldwide to assist with the development and implementation of biometric systems.

The role of Chinese facial recognition and biometric surveillance companies in facilitating data collection, surveillance and the implementation of initiatives by Chinese authorities, such as the social credit system, is well established. Some of these companies have further partnered with public authorities in other countries, not only in Asia but also in Africa, Europe and Latin America. Similarly, Russian firms have built sophisticated algorithms feeding the government’s facial recognition network project, and biometric technology developed by Russian companies has reportedly been transferred to various Central Asian governments. Israeli companies are likewise at the forefront of such developments, with surveillance technology company, NSO Group having achieved notoriety in recent years for recurring reports about the misuse of its technology by some governments to target, among others, human rights defenders and journalists. While there seems to be a certain level of unease on part of some (mostly European) governments to authorize transfer of surveillance technology to at least some governments with particularly poor rule of law and human rights records, this concern does not seem to be shared by a number of other governments playing significant roles in spyware transfers and companies operating under their jurisdiction.

---

230 For example, US Customs and Border Protection partners with a number of airlines, including American Airlines, Delta and JetBlue. Airlines photograph each passenger when boarding and use the government’s Biometric Exit Program’s software to authenticate passengers in the process. While the use facial recognition in this context has been described as an opt-out system, travelers have reported that no information was provided in this regard during the boarding process. See Kelly Yamanouchi, ‘Delta Air Lines Expands Face Recognition, Criticism Grows’, Government Technology, 18 September 2019, available at https://www.govtech.com/products/A-Delta-Air-Lines-Facial-Recognition-Criticism-Grows.html (visited 20 February 2020); Allie Funk, ‘I Opted Out of Facial Recognition at the Airport—It Wasn’t Easy’, WIRED, 2 July 2019, available at https://www.wired.com/story/opt-out-of-facial-recognition-at-the-airport/ (visited 20 February 2020).
231 Personal Identification Secure Comparison and Evaluation System (PISCES), a project that falls under the Terrorist Interdiction Program (TIP) of the US Department of State.
These are but a few examples of companies active in this space developing, employing, selling, and transferring biometric tools and collecting, retaining, and processing relevant data. By all accounts, the number of companies active in the area of biometrics may at the very least be in the hundreds. Mapping the commercial space comes with challenges, for a number of reasons. While considerable (and deserved) criticism has been directed at the human rights record and insufficient level of transparency of activities of Internet platforms, including social media companies, the businesses active in the “biometrics game” tend to be even less transparent about relevant operations, initiatives, and business partnerships. Many such companies are less “public-facing” than major Internet platforms and, as such, are less sensitive to public opinion as this is less likely to affect their business.

When addressing the human rights and rule of law implications of state-business cooperation in relation to biometrics, two main aspects need distinguishing: 1) implications related to transfer or sale of relevant technology; and 2) concerns raised by different means and modalities of sharing biometric data. In the following, this section will look into these two questions in more detail.

### a. Transfer or sale of biometric technology

It is well established that the potential of biometric technologies to influence the enjoyment of a broad range of human rights is substantial. While the extent of such influence varies depending on the technology in question, many biometric tools, and definitely those used in a national security/surveillance context, are, from a human rights perspective, high-risk technologies. As set out above, government obligations and business responsibilities under international human rights law imply a comprehensive due diligence duty aimed at ensuring that the development and deployment of such technology is compliant with international human rights norms and standards. It also mandates that necessary and adequate steps are taken to mitigate the risks of negative human rights impact at every stage of the product lifecycle.

Meaningful due diligence requires improved efforts on part of both governments and private companies. Due diligence implies conducting a comprehensive risk assessment to guide product development and deployment. This process should translate into a “human rights by design” approach to the development of biometric tools, starting with the earliest stages of such processes. Whereas businesses should develop and implement relevant policies and processes at their own initiative, international human rights law requires States to set up enforcement frameworks in this regard. While some jurisdictions have taken steps towards ensuring more human-rights-conscious technology development by the private sector, such initiatives are few and far between and frequently lack bite.

While the truism that technology was inherently neutral has been discredited, in particular as concerns data-driven technologies, it is nonetheless true that most tools can be used in ways that uphold rule of law and human rights and in ways that violate them. This underscores the importance of due diligence obligations in relation to transfer and sale of technologies. The UN Guidance Principles clearly call on businesses to examine the human rights record of business relationships and analyze the possible negative human rights impact of doing business with them. To the extent such risks exist, businesses are required to implement necessary and effective mitigating measures and even to cease relevant transactions if mitigating measures prove insufficiently effective.


240 Even in case of “public-facing” companies, such as Amazon, their operations concerning the development, deployment, sale and transfer of biometric tools tend to be less transparent than other aspects of the company’s operations.


242 As also highlighted in the guidance of the European Commission on implementing the Guiding Principles in the information and communications technology sector, European Commission, ICT Sector Guide on Implementing the UN Guiding Principles on Business and Human Rights (Luxembourg, 2013).

243 The government of the United Kingdom, in partnership with a technology industry association, produced a set of guidelines for the cybersecurity industry in which they stress the importance of preventing and mitigating human rights risks “through appropriate design modification” at the earliest stages of product development.

However, it needs reiterating that States, as the primary duty-bearers under human rights law, bear obligations in this respect as well. This means that States must set up and effectively implement a framework that guarantees that businesses comply with the above-described responsibilities. These considerations must guide State action with respect to conduct by public authorities as well as companies within the State’s jurisdiction. The mandate of the Special Rapporteur highlights that the scope of due diligence obligations extends to post-sale or post-transfer human rights impact even in case where biometric tools are used by a third country’s government. While it is left up to States to decide on the most effective way to operationalize this duty, considering the particular domestic context and relevant challenges, some positive practices can be delineated in this regard.

One such practice of particular relevance is to subject high human rights risk technologies to licensing requirements, including in the context of exports. In this respect, relevant international and regional initiatives, such as the Wassenaar Arrangement on Export Controls for Conventional Arms and Dual-Use Goods and Technologies (hereinafter “Wassenaar Arrangement”) and Council [of the European Union] Regulation setting up a Community regime for the control of exports, transfer, brokering and transit of dual-use items constitute notable examples. Although their effectiveness in practice has been limited for a number of reasons, both frameworks provide useful models and tools, with the most pertinent aspects set out below.

The Wassenaar Arrangement, bringing together 42 States, has been established with the aim “to contribute to regional and international security and stability, by promoting transparency and greater responsibility in transfers of conventional arms and dual-use goods and technologies,” including “to prevent the acquisition of these items by terrorists.” A limited list of surveillance technologies have been added to the list of dual-use goods after the Arab Spring, however, as the Arrangement is not a binding instrument, “practical implementation varies from country to country in accordance with national procedures.”

The founding documents of the Wassenaar Arrangement contain no references to international law, international human rights law, or international humanitarian law norms and standards, a significant shortcoming leading to a lack of human-rights-based approach to surveillance technology (or any technology covered by the Arrangement). Nevertheless, some participating countries have reportedly sought limiting the transfer of such technology to States with poor human rights records, as a consequence of their participation in the Arrangement.

The European Union has, for a while now, been in the process of updating the EU-wide regulation focused on control of exports, transfer, brokering, technical assistance and transit of dual-use items. The 2009 Regulation has been subject to criticism by human rights stakeholders, among others, due to surveillance technologies originally falling outside of its scope. These actors viewed the review process as an opportunity to strengthen the human rights protections in the European Union export regime through an expansion of categories coving...
ered and establishment of mechanisms to ensure “respect for human rights in the country of final destination.”

The proposal put forward by the European Commission advanced the creation of an “autonomous” EU control list that would include a set of surveillance technologies not currently covered under the Wassenaar Arrangement, such as digital forensics and data retention systems. Such endeavors however met with considerable pushback on part of some EU Member States as well as lobby organizations, led by concerns that tighter export controls “could seriously undermine the competitiveness of EU-based industry.” While there seems to be agreement among the Commission, the European Parliament, and the Council of the European Union that certain surveillance technologies should come within the scope of the EU’s dual-use regulation, opinions seem to differ as to the scope of amendments to be made to the control list. The mandate of the Special Rapporteur reiterates that surveillance technologies are, from a human rights point of view, high risk technologies and considers that bringing them within the remit of the Regulation would improve human rights protection.

Despite all the shortcomings outlined above, export control mechanisms can provide for powerful tools to further the responsible sale and transfer of relevant technology, including biometric tools. Such mechanisms have the potential to provide for a comprehensive framework governing all relevant transactions and thus present a clear added value to relevant restrictions implemented in the context of sanctions regimes. These mechanisms should be built on the existing frameworks outlined above and based on human rights obligations incumbent upon States and corporate responsibilities established under frameworks such as the UNGPs. In this respect, the mandate of the Special Rapporteur makes the following recommendations:

- Relevant frameworks must contain binding obligations with respect to both government and business conduct (noting that this latter aspect would have to be enforced at the domestic level, through the action of government authorities).
- Export control frameworks must cover all tools the use of which presents a high risk to the enjoyment of human rights. Tools driven by or used to extract biometric data are to be presumed high-risk, due to the high sensitivity of such data and the far-reaching implications of its use.
- These frameworks must be developed through a human rights-conscious process with due consideration to all human rights obligations of the State and ensuring adequate protection for all affected human rights, including the rights to privacy and data protection. The human rights-based approach must also be reflected in relevant benchmarks developed in this context.
- The scope of certification and monitoring must cover all relevant stages, including post-sale and post-transfer.
- Processes set up under such frameworks must contain inbuilt safeguards that protect against abuse, including independent oversight and transparency requirements covering export control decisions and relevant benchmarks used, as well as information on follow-up and monitoring processes. Such trans-

255 Coalition Against Unlawful Surveillance Exports (CAUSE), ‘A Critical Opportunity: Bringing Surveillance Technologies Within the EU Dual-Use Regulation’ (2015). The report advanced a series of recommendations: the EU should include cyber-surveillance tools in the dual-use list; strengthen protection of privacy, data protection, and freedom of assembly; emphasize that the exporters of high human rights risk products not listed in the regulation have to make sure that their goods don’t fall into the wrong hands; increase the transparency of national authorities’ export control decisions as well as baseline statistics on where the export is going; strengthen role of civil society in relation to monitoring control regimes.


258 Some stakeholders have expressed unease about the EU list going beyond those of other multilaterally agreed control regimes.

259 These processes must be conducted in full respect for the right to participate in public affairs, as guaranteed in article 25 of the International Covenant on Civil and Political Rights. This includes consultation with relevant stakeholders, including civil society actors.

260 Participating States, as well as other exporting Governments, should deny licensing ‘where there is a substantial risk that those exports could be used to violate human rights, where there is no legal framework in place in a destination governing the use of a surveillance item, or where the legal framework for its use falls short of international human rights law or standards.’ See Privacy International, ‘The Surveillance Industry and Human Rights, Privacy International submission to the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression’ (February 2019), available at https://www.ohchr.org/EN/Issues/FreedomOpinion/Pages/SR2019ReportsHRC.aspx (visited 20 February 2020).

261 See also A/HRC/41/35, para. 49.

262 Monitoring should extend to licensing standards, decisions to authorize, modify or reject licenses, incidents or patterns of misuse of surveillance technologies and related human rights violations. In this sense see also A/HRC/41/35.
paresity requirements also serve as a prerequisite for allowing the public and civil society to efficiently monitor the implementation of relevant frameworks.

b. Sharing of biometric data

In the context of the use of biometric tools, there are frequent examples of data-sharing between government and corporate actors. In instances of governments sharing data with corporate actors, they have the obligation to ensure that such data-sharing does not result in any unwarranted interferences with human rights. Data-sharing must pursue a legitimate public interest goal and incorporate necessary and efficient safeguards ensuring that corporations uphold the same standards that states have an obligation under human rights law to maintain. The considerations outlined above (Section C) are fully relevant in this respect.

However, a particular issue that needs addressing relates to government requests for biometric data addressed at companies. Companies must only share biometric data with governments:

- With the informed, free, and unambiguous consent of the data subject; or
- To the extent such data-sharing is in the legitimate public interest and subject to a procedure set out in domestic law, with sufficient safeguards against unlawful or arbitrary use.

However, many companies operate in environments or maintain business relationships with governments where domestic legislation and policies fall short of requirements under international human rights law. This phenomenon is distinctly noticeable in the national security context, particularly with respect to measures aimed at preventing and countering terrorism-related offences. In the following, this subsection sets out some recommended steps companies should follow when faced with State requests to share biometric data.

Compliance with domestic law

Business enterprises should ensure that they only act upon State requests for biometric data that are made in compliance with domestic law. In particular, they should determine the existence of a substantive basis in domestic law for the particular request and that all relevant procedural requirements have been complied with. Should this not be the case, companies should refuse to comply with the request and explore available legal means to challenge it.

Companies should forego collaborating with States in a manner that may interfere with human rights of individuals on an informal basis as this removes the relevant transactions from the regular safeguards and oversight as well as remedial mechanisms established under the law.

Compliance with international human rights law

State requests received by companies should also be assessed for compliance with international human rights norms and standards to the extent such assessment is feasible. In this vein, companies should examine the compliance of the domestic legal framework with international human rights law. This means that the legal framework in question must be sufficiently accessible and foreseeable as to its effects. The law must also provide sufficient guidance to those charged with their execution and indicate the scope of any discretion conferred on the competent authorities. Finally, it must provide for sufficient and adequate safeguards against abuse and must not violate the prohibition against discrimination entailed in international human rights law. Having clear and detailed rules govern interference through digital technology is of particular importance especially when the technology that enables such interference is continually becoming more and more sophisticated.

263 As relevant measures may restrict human rights, such measures must be provided by law. See European Court of Human Rights, Malone v. The United Kingdom, Application no. 869/79, 2 August 1984, §§ 66-68.
264 See also, European Court of Human Rights, Roman Zakharov v. Russia [GC], Application no. 47143/06, 4 December 2015, § 230; Report of the Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism, A/69/397, § 35.
265 This requirement has first been voiced by the European Court of Human Rights in Sunday Times v. The United Kingdom, specifying that national law must conform to a certain standard of quality. See European Court of Human Rights, Sunday Times v. The United Kingdom (no. 1), Application no. 6538/74, 26 April 1979, § 49. That mere compliance with domestic law is not sufficient for compliance with Convention standards has further been underlined in Malone v. The United Kingdom where the Court stated that lawfulness “does not merely refer back to domestic law but also relates to the quality of the law, requiring it to be compatible with the rule of law.” See European Court of Human Rights, Malone v. The United Kingdom, Application no. 869/79, 2 August 1984, § 67.
266 Accessibility implies that individuals that are to be affected by the respective legislation must have the possibility to become aware of its content. See European Court of Human Rights, Groppeira Radio AG and Others v. Switzerland, Application no. 10890/84, Series A no. 173, 28 March 1990, §§ 65-68.
267 Sunday Times v. The United Kingdom (no. 1), § 49. This requirement does not call for absolute foreseeability but rather that the law give individuals an “adequate indication as to the circumstances in which and the conditions on which public authorities are empowered to interfere with their rights.” See Malone v. The United Kingdom, §§ 66-68.
268 Malone v. The United Kingdom, §§ 67-68.
269 European Court of Human Rights, Krušlin v. France, Application no. 11105/84, 24 April 1990, §§ 32 and 34. See also Zakharov v. Russia, § 269.
270 In the cases of Krušlin v. France and Huvig v. France, the European Court of Human Rights emphasized the need for clear, detailed rules, especially as the technology available for use was continually becoming more sophisticated.
Evaluating the human rights compliance of State requests may, however, pose serious challenges to companies. Such requests are rarely accompanied with sufficient information that would make it possible to meaningfully assess whether a State measure would be in line with international human rights law.

If, on the basis of the information available to the company and the assessment conducted, the company has reason to believe that the request may not be in full compliance with international human rights law, it should seek clarifications from the government with regard to the aspects of concern. If necessary, clarification on the scope of the request should be sought, in particular regarding the legal basis of the order and the way in which the law has been applied to the case at hand.

In case the government’s replies do not settle the doubts expressed, the company should use available legal means at its disposal to challenge the request, wherever feasible. In case judicial or other independent review is not available, companies must make sure they use their leverage to influence the outcome in the particular case as well advocate for change in the legal framework and policy that would guarantee improved respect for human rights. Companies should use such leverage with the government involved as well as with other stakeholders that could influence government conduct and policies, such as international organizations or, in case of companies operating abroad, the diplomatic representation of their own government.

In situations in which the company “lacks the leverage to prevent or mitigate adverse impacts and is unable to increase its leverage,” it should give due consideration to ending the business relationship. In this sense the business must consider the severity of the adverse human rights impact that it contributes to through its activities. In case it decides to continue its business relationship, it must demonstrate continuous engagement with the authorities and other relevant stakeholders aimed at mitigating negative human rights effects. Moreover, in such situations the business should be prepared to accept financial, legal or reputational consequences linked to its continued operations in this context and its connections to human rights violations and abuses.

Recommendations:

- Companies should forego informal collaboration with States that may interfere with human rights of individuals, as this removes the relevant transactions from the regular safeguards and oversight as well as remedial mechanisms established under the law.
- Should companies have doubts about the human rights compliance of State requests for biometrics data, they must use any legal avenues at their disposal to avoid contributing to State practices that run afoul of human rights protections.
- In this regard, business enterprises should keep in mind that corporate responsibility under the UNGPs is independent of State obligations and as such “exists over and above compliance with national laws” and irrespective of States’ abilities and/or willingness to fulfil their own duties under human rights law.

**c. Furthering rights compliance through interest groups and public-private partnerships**

In certain areas, efforts aimed at improving international law and human rights compliance of corporate conduct, including in the context of state-business cooperation, have been strengthened and supported through the formation of interest groups and implementation of public-private partnerships.

For example, with respect to addressing challenges posed by the activities of private security and military companies, the Montreux Document on pertinent international legal obligations and good practices for States related to operations of private military and security companies during armed conflict (hereinafter “Montreux Docu-

---

271 See UNGPs, Principle 19. In accordance with the Interpretive Guide, ending the relationship may be particularly challenging in case it can be qualified as “crucial” relationship for the company. In order for a relationship to qualify as “crucial,” it must provide “a product or service that is essential to the enterprise’s business, and for which no reasonable alternative source exists.” See The Corporate Responsibility to Respect Human Rights: An Interpretive Guide, p. 22.

272 Ibid. The Interpretive Guide warns that “the more severe the abuse, the more quickly the enterprise will need to see change before it takes a decision on whether it should end the relationship.”

273 Ibid.

Conclusions and recommendations

Biometric tools are becoming ubiquitous. They are employed by a multitude of stakeholders, both public authorities and private actors, corporations and individuals. They are used in law enforcement, criminal justice, smart city initiatives, in identification and registration systems aimed at preventing identity fraud and theft, or to authenticate beneficiaries of humanitarian aid.

Biometric tools come with great potential to contribute towards positive change in many societal areas. However, their use may also lead to abuses and violations of human rights and have at times become weapons in the hands of authoritarian or oppressive governments enabling gross infringements on human rights.

As such, biometric tools and data can constitute a powerful instrument in the prevention and countering of terrorism and violent extremism by facilitating efficient and targeted responses to threats. This is also reflected in the regulatory efforts by the United Nations Security Council with its resolution 2396 requiring that States “develop and implement systems to collect biometric data” in order to “responsibly and properly identify terrorists, including foreign terrorist fighters” and to do so “in compliance with domestic and international law, including human rights law.”

Indeed, compliance with internationally recognized human rights norms is an essential precondition for effective and sustainable counter-terrorism action. However, the Security Council resolution and relevant subsequent technical guidance do not develop on ways in which

such obligations can be implemented in a manner that safeguards human rights. Given the universally binding nature of the Security Council’s resolution, requiring all 193 UN Member States to implement biometric data systems, many of which do not have adequate privacy and data protection frameworks set up under domestic law, the need for detailed and granular human rights guidance is evident.

It is against this background, that this report embarked upon identifying the salient human rights gaps in connection to the use of biometric tools and data, with particular focus on the prevention and countering of terrorism and violent extremism.

In outlining the human rights implications linked to the use of biometric tools and technology, the report highlights ways in which the use of biometrics affect the right to privacy and data protection, but also stresses that pertinent ramifications point beyond, engaging a broad range of civil, political, economic, social, and cultural rights. Efficiently tackling the rights impact of biometrics requires that relevant stakeholders adopt a comprehensive approach that considers the indivisible and interdependent character of all human rights.

In the view of the mandate of the Special Rapporteur, the existing international human rights framework governing State obligations regarding collection, retention, processing and sharing of biometric data, as set out in the report, offers an adequate structure to ensure that human rights are duly safeguarded. However, implementation on part of duty-bearers is often inadequate, patchy,
and insufficiently resourced. Common shortcomings include the lack of comprehensive human rights impact assessments as well as meaningful monitoring and evaluation of ways in which human rights are affected by relevant laws, policies, and practices, and, in particular, the lack of effective independent oversight.

An important protection gap highlighted by the report relates to the role of business enterprises in developing, deploying, selling, and transferring biometric tools. Businesses are not formally bound by international human rights law and States commonly fall short of setting up and implementing necessary frameworks to duly ensure corporate accountability. To address that shortcoming, the Special Rapporteur’s mandate recommends that both State and business stakeholders re-evaluate the ways in which they tackle the development and deployment of biometric tools by adopting a human rights-based approach to all phases of development and use, including in relation to sales, transfers, and post-transfer monitoring and maintenance.

The report further explores areas where legal and policy development is needed or compliance with international human rights norms needs strengthening in order to ensure that ways in which biometric tools and data are developed and used reinforce human rights protections and the rule of law as opposed to undermining these fundamental values.

In this respect, the mandate of the Special Rapporteur advances the following recommendations:

States

- States must set up a comprehensive domestic legal framework that enables them to tackle the challenges and opportunities presented by the use of biometric tools and data in line with international human rights norms and standards. This also includes the development and effective implementation of adequate privacy and data protection safeguards.

- States must take necessary and adequate steps to bridge the gap between technological developments on the one hand and legal and policy responses on the other. This requires a future-proof approach to legislation and policy, ensuring that such frameworks meet the challenges brought by innovation, among others through incorporating human rights principles and safeguards. Human rights-sensitive regulatory impact assessments can meaningfully contribute towards such future-proofing efforts.

- Considering the high risk associated with the use of biometric tools, due to the sensitive character of biometric data and the potential for exploitation and abuse, States must conduct comprehensive human rights risk assessments. Such risk assessments must examine implications on the right to privacy of data subjects and incidental effects on third parties, and tackle compliance with recognized data protection principles. Risk assessments also must fully consider the broader human rights impact in light of the universal, indivisible, interdependent, and interrelated nature of all human rights.

- Any measures that interfere with human rights must be in line with conditions established under human rights law. Restrictions on rights must be provided by law and necessary to protect a legitimate aim (such as national security, public order, or the rights and freedoms of others). Any measures must also be governed by the principles of proportionality and non-discrimination and respect the need for consistency with other guaranteed human rights.

- States should only resort to derogations from their human rights obligations when the legitimate public interest pursued cannot be met through restrictions on limitable rights within the scope of the ordinary law of the State. Derogations should be strictly aimed at restoring a state of normalcy and thus limited in material scope and duration. Relevant measures must comply with the principle of proportionality and be consistent with the State’s other obligations under international law.

- The use of biometric tools employed to address the threats and challenges posed by the COVID-19 pandemic should be subject to rigorous and independent monitoring and evaluation. States should further ensure that such tools are not unreflectively expanded to counter-terrorism, security, and other public policy spheres.

- When States collect, retain, process, and share biometric data, conditions governing restrictions of human rights must be met at every stage of data usage.

- States should ensure that data-intensive systems, including those involving the collection and retention of biometric data, are only deployed when States
can demonstrate that they are necessary and proportionate to achieving a legitimate aim. Such considerations are particularly relevant when States choose to implement integrated and/or centralized systems.

• States must take necessary and adequate measures to safeguard the security of biometric systems and databases.

• States must ensure that recognized data protection principles including the principles of lawfulness, fairness and transparency in collection and processing; purpose limitation; data minimization; accuracy; storage limitation; security of data; and accountability for data handling are complied with even when such data is gathered and processed in a national security or law enforcement context.

• A human-rights-minded approach should govern State conduct in relation to all phases of development and deployment of biometric tools. This includes integrating “human rights by design” in the development of relevant technology from the earliest stages.

• When sharing biometric data with State or other stakeholders across borders, States must ensure that such actions are governed by a sufficiently accessible and foreseeable domestic legal basis that provides adequate human rights safeguards against abuse. Data-sharing practices must be driven by the principle of accountability and subject to comprehensive independent oversight.

• States must ensure that relevant oversight bodies are duly mandated to review the compatibility of data-sharing agreements with domestic and international law. Furthermore, States must find solutions to guarantee that such bodies have the power to seek or verify information about the means and methods of collection, retention, and processing of information, including when such information has been acquired from another State.

• States should set up and implement authorization and licensing systems governing technology presenting a high human rights risk. Biometric tools are to be presumed high-risk due to the high sensitivity of such data and the far-reaching implications of its use. Such systems should cover development, sales, and transfer of high-risk technology, including for export purposes.

• Building on existing frameworks, such as the Wassenaar Arrangement on Export Controls for Conventional Arms and Dual-Use Goods and Technologies, States should work towards establishing comprehensive export control systems with strong inbuilt human rights safeguards, governed by the principles of accountability and transparency.

• States must ensure that non-State actors, including business enterprises, comply with due diligence requirements, as set out in the “respect, protect, remedy” framework set up by the United Nations Guiding Principles on Business and Human Rights.

• States should only use biometric tools that have undergone a comprehensive human rights risk assessment and found human rights compliant. In case of technology that falls short of these standards, States must implement moratoria on their use until the tool can be brought in line with international human rights norms and standards.

• In the context of United Nations efforts aimed at capacity-building support and technical assistance to Member States with a view of facilitating the full implementation of Security Council resolution 2396, Member States should promote the meaningful participation of United Nations human rights entities, including the Office of the High Commissioner for Human Rights and the mandate of the Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism. Meaningful participation would require that these entities are resourced commensurately with their role in the United Nations counter-terrorism architecture.

**Business enterprises**

- Business enterprises must ensure that their operations are guided by international human rights law, including the “respect, protect, remedy” framework set up under the United Nations Guiding Principles on Business and Human Rights.

- Businesses should adopt an explicit and public policy commitment to meet their responsibility to respect human rights. This commitment should be reflected in operational policies and procedures governing the business’s activities.
• Business enterprises must conduct human rights due diligence. This includes conducting risk assessments examining actual and potential human rights impacts, both direct and indirect, of the business’s operations. Risk assessments must encompass all phases and aspects of the business’s operations and monitor how the nature and scope of the risks may change over time. In relation to biometric tools, due diligence responsibilities cover all phases of technology development and deployment, including in relation to sales or transfers of the product as well as after-sales support and maintenance.

• Companies should set up internal accountability mechanisms for the implementation of human rights policies and have processes in place that enable the remediation of adverse human rights impacts that the company caused or contributed to. Companies should externally communicate the ways in which they address human rights impacts linked to their operations. In particular, companies should report on their business relationships with governments and public authorities, both in relation to sales and transfer of biometric technology as well as any relevant data-sharing arrangements.

• Companies should adopt a human-rights-minded approach towards development and deployment of biometric tools. This includes integrating “human rights by design” in the development of relevant technology from the earliest stages.

• Companies must take necessary steps towards ensuring that their data-sharing practices do not infringe on internationally recognized human rights. In case such data is requested by a State, companies should ensure that they only act upon State requests that are made in compliance with domestic law. Companies should forego informal collaboration with States in ways that may interfere with human rights of individuals as this removes the relevant transactions from regular legal safeguards and oversight as well as remedial mechanisms. Should they have doubts about the human rights compliance of requests, companies must use legal avenues at their disposal to avoid contributing to State practices that run afoul of human rights protections.

• Business enterprises should keep in mind that corporate responsibility under the United Nations Guiding Principles on Business and Human Rights exists over and above compliance with national laws and irrespective of States’ abilities and/or willingness to fulfil their own duties under human rights law.

United Nations entities and the global counter-terrorism architecture

• Ensure that international law, including international human rights law, international humanitarian law, and refugee law norms and standards are duly incorporated in technical assistance and capacity-building activities, at all relevant stages.

• Support the development of detailed United Nations-wide human rights guidance on the development and deployment of biometric tools and the collection, retention, processing, and sharing of biometric data.

• Facilitate the establishment of an international framework to govern the transfer, sale, and export of biometric technology while ensuring that such framework duly incorporates relevant international law, including human rights law safeguards, and is transparent and accountable.

• Support human rights-based law and policy-making at the international, regional, and domestic level by ensuring that any efforts aimed at supporting States in the implementation of international obligations include comprehensive human rights mainstreaming.

• Step up efforts aimed at the consolidation and strengthening of the 4th Pillar of the Global Counter-Terrorism Strategy.